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Data-driven Trust Prediction in Mobile Edge
Computing-based loT Systems

Prabath Abeysekara, Hai Dong, Senior Member, IEEE and A. K. Qin, Senior Member, IEEE

Abstract—We propose a data-driven distributed machine learning approach to scalably predict the trustworthiness of homogeneous
loT services in heterogeneous Mobile Edge Computing (MEC)-based loT systems. The proposed approach formulates training
distributed trust prediction models within an MEC-based loT system as a Network Lasso problem. We then introduce a variant of the
Stochastic Alternating Method of Multipliers framework enriched with the ability for feature selection at each MEC layer. To verify the
effectiveness of the proposed approach, we carried out a comprehensive evaluation on three real-world datasets adjusted to exhibit the
context-dependent trust information accumulated in MEC environments within a given MEC topology. The experimental results affirmed
the effectiveness of our approach and its suitability to predict trustworthiness of loT services in MEC-based loT systems.
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1 INTRODUCTION

RUST in Internet of Things (IoT) systems is an indis-
Tpensable element, which enables secure interactions
between IoT services and their consumers. It also assists
people and smart devices alike to consume useful IoT
services with an elevated degree of confidence that these
interactions will bring favourable outcomes [I]. For in-
stance, in fitness tracking where the personally identifiable
information such as social profile, behavioural and location
data is shared with third party services, trust provides
assurance that this collected information will be used as
agreed by all parties [2]. In intelligent transport systems,
trust allows autonomous vehicles to determine services that
provide credible location and traffic information supplied
by vehicular networks, etc [3]. As such, trust can be deemed
to play an integral part towards ensuring user acceptance
towards IoT systems.

Trust information generated in IoT systems takes various
shapes such as 1) quality of service (QoS) data of the ser-
vices, 2) recommendations and ratings of users, 3) statistics
monitored by third party monitoring systems in the form of
success or failure rates or the number of completed transac-
tions between IoT services and their consumers [4]. In most
existing trust evaluation approaches, this trust information
is transformed or augmented into various trust metrics
within centralized cloud-based computing infrastructures,
and used to model trustworthiness of IoT services within
a particular application context [1]. These trust models are
then used to 1) derive predictions on the probability of
success of a transaction, 2) determine the credibility of a
given service and 3) filter out services that match the Quality
of Experience (QoE) characteristics of service consumers,
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etc.

However, the evolution of IoT systems in the recent past
makes trust modeling strategies used by the existing trust
evaluation approaches inherently prohibitive and calls for
alternatives that are predominantly data-driven. For instance,
most existing trust evaluation approaches for IoT services
rely heavily on model-driven strategies. In such strategies,
domain experts model the definition of trust based on
trust characteristics of a given application context that are
often observed and interpreted using their domain expertise
[1][5]. Such approaches require extensive domain knowl-
edge, which is often developed and acquired over years and
years of experimentation. Also, model-driven approaches
based on manual analysis are particularly prohibitive in
settings that require IoT service trust to be simultaneously
modeled in context-dependent manner for many context-
environments within a particular application context [6]].

In addition, the rapid rise of the IoT and the growth
of IoT services and consumers have resulted in trust infor-
mation being generated in massive volumes in exorbitant
velocities. The sheer volume of this trust information transmitted
into centralized cloud-based infrastructure from the point of origin
is also contributing to the ever-growing stress on current
networking infrastructure [Z][8]. In addition, facilitating the
trust evaluation requirements of delay-sensitive applications such
as connected autonomous vehicles and video streaming can
also challenge the existing infrastructures. Such applications
typically require service delivery (i.e. evaluating trustwor-
thiness of useful IoT services) guarantees within a few
tens of milliseconds, which cannot be accomplished through
existing centralized cloud-based infrastructure [8].

Mobile Edge Computing (MEC) is an emerging
paradigm aiming to reduce the rapidly growing network
stress on core networks of mobile network providers caused
by the high-volume IoT data [Z][8]. Characterized by the
pooled computing resources sitting in close proximity to
mobile devices at the base stations of cellular networks,
MEC allows shifting the task of accumulating and pro-
cessing high-volume data from conventional cloud-based
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infrastructures to heterogeneous computing environments
(i.e. MEC environments) located at the edge of the network.
In addition, coupled with the faster network connectiv-
ity infrastructure such as 5G, MEC also promises ultra-
low communication delays to delay-sensitive applications,
which leads to significantly better user experience. Hence,
MEC can be viewed as a seemingly befitting solution to
address the challenges in conventional cloud-centric IoT
systems outlined before [9][10].

Trust prediction in an MEC-based IoT system, however,

poses the following key challenges owing to their unique
system architecture and other intrinsic characteristics.
1) The inherently distributed way MEC environments gen-
erate context-dependent and potentially high-dimensional
trust information makes most existing trust prediction
strategies less applicable: In a typical MEC-based IoT sys-
tem, trust information is generated in a distributed manner
due to its inherently distributed system architecture. This
creates a distributed topology of MEC-local data silos across
different MEC environments. Even though we can run
existing trust prediction strategies against each MEC-local
data silo independently, the nature of trust information ac-
cumulated in this setting calls for alternative trust prediction
strategies that are distributed and collaborative, as well as en-
courage trust prediction model training to take place closer
to the edge where the trust information is accumulated.
Such a distributed approach can be instrumental in relieving
the network stress on the core networks of mobile networks
in-line with the goals of MEC. Meanwhile, allowing collab-
oration among MEC environments during trust prediction
model training can help counter the effects of

e noisy or sub-optimally annotated trust information ac-
cumulated in a MEC-local siloed dataset. The existence
of such noisy data can cause a trust prediction model
trained against it to produce unfavorable results.

e unbalanced datasets accumulated in geographically
distributed MEC environments. For instance, an MEC
environment hosting densely populated sensor service
providers and consumers can accumulate trust infor-
mation in abundance through their interactions, while
an MEC environment with sparsely populated service
providers and consumers may lack quality trust infor-
mation degrading the performance of their respective
trust prediction models.

In such cases, allowing different MEC environments to
collaborate during trust prediction model training can allow
them to exchange knowledge between each other and pro-
duce more accurate and statistically robust trust prediction
models.

Furthermore, the heterogeneous characteristics of MEC en-
vironments give rise to multiple context-environments within
a given MEC topology. This, in turns, results in context-
dependent trust information being generated in these MEC
environments. For instance, the network conditions (eg.
network congestion), computing and storage resource avail-
ability, the use of hardware and software used in different
MEC environments hosting homogeneous IoT services can
change across different MEC environments [11]]. This causes
the quantified values of parameters that define trustworthi-
ness, or in other words, trust properties, of an IoT service
such as its QoS values and the extent to which a given

IoT service can provide credible information may vary
from one MEC environment to another. Therefore, the trust
information generated by different MEC environments can
be interpreted to form varying data distributions (i.e. non-
Identically and Independently Distributed (non-IID)) across
these context-environments formed within a MEC topology
for trust evaluation that may not be completely identical to
each other [6]. As a result, for a given type of homogeneous
services operating from such heterogeneous operating envi-
ronments, this calls for separate trust prediction models to
be fit taking into account the context-dependent data distri-
butions with different trust characteristics (i.e. non-IID trust
information) accumulated in different MEC environments.

In addition, the context-dependent trust information

accumulated in different MEC environments also calls for
strategies to efficiently and automatically capture the most in-
fluential properties that define IoT service trust within a given
MEC environment. For instance, in the era of big data
coupled with the explosive growth of IoT, modern IoT
systems can potentially generate trust information of higher
dimensionalities [12] where each dimension is a property
that seemingly contributes to IoT service trust. Being similar
to the existing centralized IoT systems differing only by its
unique distributed system architecture, the same holds true
for MEC-based IoT systems as well. In reality, many such
trust properties that exist in different MEC environments
can force the prediction models to learn overly finer details
and noise from the datasets used to train them, causing
overfitting. Not only does this increase the complexity of the
respective trust models but also limit their ability to perform
against unseen data.
2) MEC topologies consisting of large numbers of MEC
environments and accumulating high-volume trust infor-
mation require trust prediction strategies that can with-
stand the scale: As of 2020, the total number of 5G enabled
base stations in China and South Korea are known to be
approximately 0.78 and 0.01 millions, respectivelyEﬂ This
demands trust prediction strategies that can scale well to
heavily distributed MEC topologies with a large number of
MEC environments, without a significant loss of accuracy or
computational complexity required to train trust prediction
models for comparatively smaller topologies.

In addition, most existing trust prediction strategies at-
tempt to use batch learning architectures. They have primar-
ily been developed under the assumptions that the entire
training set is available prior to training the trust prediction
models, and that it is all utilized during the process to train
a trust prediction model once and for all. However, the
high-volume trust information generated in MEC-based IoT
systems inherently makes trust prediction strategies built on
such an assumption computationally expensive. Therefore,
trust prediction strategies suitable for MEC-based IoT sys-
tems are expected to be scalable in the face of high-volume
trust information accumulated in distributed fashion.

3) Distributed trust prediction model training in MEC-
based IoT systems requiring coordination and collab-
orative knowledge sharing amongst distributed models

1. https:/ /www.statista.com/statistics /1119453 / china-5g-base-
station-number/

2. https:/ /www.statista.com/statistics /1121538 / south-korea-5g-
base-stations-number/
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should not cause excessive network stress: Even though
MEC helps relieve the network stress on the core networks
significantly, the process of training trust prediction models
across an inherently decentralized MEC topology can still burden
the core networks. For instance, distributed prediction strate-
gies, many of which are iterative methods, often require
some form of coordination and collaboration amongst the
prediction models trained in distributed fashion for multiple
purposes [13]][14]. Some may require such coordination only
to coordinate the iterations of the corresponding distributed
prediction strategy or share metadata across the distributed
prediction models trained. Other approaches, in the mean-
time, would encourage active collaboration amongst dis-
tributed trust prediction either directly or indirectly for
knowledge sharing and clustering, etc. While collaboration
among MEC environments can bring favorable results such
as improved accuracy of the trained models, it requires
communication amongst themselves across their network
boundaries. Such communication contributes to the network
stress on the core mobile networks. There is, however, an op-
portunity for inter-MEC communication avoiding the trans-
mission of data through the core networks, most pragmatic
MEC application models are likely to facilitate collaboration
amongst MEC environments indirectly via the centralized
cloud due to the complexities associated with existing inter-
MEC communication models [8][15]. This requires such col-
laboration to take place via the core mobile networks, which
bridges MEC environments to the centralized cloud. There-
fore, trust prediction strategies suitable for such a setting
should be communication-efficient and avoid overloading
the core networks of mobile network providers.

To address the aforementioned limitations, we propose
a data-driven distributed and stochastic trust prediction model to
evaluate the trustworthiness of homogeneous IoT services in het-
erogeneous MEC environments. The specific contributions that
address the challenges outlined previously are summarized
below.

1) To address challenge 1,

— we model the trust prediction problem in MEC-based
IoT systems as a distributed optimization (i.e. Network
Lasso) problem over a set of non-IID distributions of
context-dependent trust information;

— we propose a data-driven distributed trust prediction
approach to evaluate trustworthiness of IoT services in
MEC-based IoT systems. The proposed approach auto-
matically filters out the most prominent trust features
that define trust in IoT services within a given MEC
environment. Hence, it avoids the need for manual
exploration or additional pre-processing of data prior
to learning trust models from data.

2) We propose a scalable parallel algorithm to train a
distributed family of trust prediction models within MEC
environments modelled as the network lasso problem, using
Stochastic Alternating Method of Multipliers (S-ADMM),
which

— efficiently processes the large volumes of trust informa-
tion accumulated in MEC environments, and scale well
to the potentially large number of MEC environments
that form MEC topologies, to address challenge 2;

— causes lesser network stress on the core networks of
mobile networking providers, to address challenge 3.
3) We report results of our exhaustive evaluation of the
proposed approach carried out against the state-of-the-art
distributed and centralized trust prediction approaches in
the current literature.

The rest of the paper is structured as follows: Section
reviews the prior research our work builds on. Section
formally defines the problem setting we focused on, and
conceptually models a mathematical framework for data-
driven distributed and stochastic trust prediction in MEC-
based IoT environments. Section [ elaborates the proposed
solution, which is an implementation of the mathematical
framework modelled in Section B} Section [p| comprehen-
sively details out the experiments and evaluation of the pro-
posed solution. Section 6] concludes our work and discusses
possible future work.

2 RELATED WORK

Trust evaluation in MEC based IoT systems was investi-
gated in a handful of prior studies [16][17][18][19]. Out of
which, [16] employs a probabilistic graphical model to pre-
dict trustworthiness of sensors in an IoT environment, and
also proposes an algorithm to mobilize Mobile Edge Nodes
(MENSs) to reduce the energy consumption in the corre-
sponding sensor topology. [19] proposes a similar approach
based on crowdsourcing atop MEC. Meanwhile, [17] trains a
distributed trust prediction model based on Network Lasso
parallelized by ADMM to predict trustworthiness of MEC-
based IoT services. Although [17] supports training context-
dependent trust prediction models across distributed MEC
environments in a given MEC topology, it fails to address
two essential challenges outlined in Section|1| For instance,
being an algorithm that runs in batch-mode, it lacks the
ability to efficiently tackle the high-volume trust informa-
tion accumulated across different MEC environments. In
addition, it also lacks support for efficiently tackling high-
dimensional trust information that can potentially be avail-
able within MEC environments in modern MEC-based IoT
systems. On the other hand, [16] and [19] utilize mobility-
oriented mobile edge nodes to collect and process trust
information, which are characteristically different from the
stationary MEC environments providing immovable com-
puting and storage resources to interested IoT services and
service consumers that we focus on in this work.
Furthermore, Trust evaluation in non MEC-based dis-
tributed settings is a well-studied problem in the existing
literature. For instance, a trust evaluation approach for
large-scale P2P systems based on multiple trust metrics was
introduced in [20] whereas a more generic approach that
can be applied to a variety of distributed network types
had been introduced in [21]. Meanwhile, trust evaluation
in distributed IoT environments was explored in [22][23].
However, the aforementioned approaches predominantly
focus on direct node-to-node approach (where a node can be
a sensor, smart-device or an agent in a multi-agent environ-
ment) for trust information dissemination and learn the rep-
utation of the nodes operating in a distributed networked
setting through which each node evaluates the trustwor-
thiness of its peers. Such approaches are less-suitable for
IoT service consumers as they typically do not engage in
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direct communication with other similar service consumers
operating in close proximity.

Meanwhile, trust in IoT systems, in general, is an ac-
tively researched domain. A trust model based on fuzzy
theory was proposed for IoT systems consisting of a large
number of networked sensors in [24]. In addition, social
and QoS semantics of IoT networks were explored in the
respective trust models proposed in [25][26]. However, they
did not put enough emphasis into addressing the scalability
requirements of trust in IoT, which is vital to realize the
objectives of trust in such systems. This key limitation was
addressed in [27]. Furthermore, a high-level layered frame-
work was introduced in [28] to model trust in IoT systems.
[29]1[300[31][32] used Support Vector Machines (SVMs) to
model trust as a classification problem. In addition, using
Artificial Neural Networks (ANNSs) was also attempted in
[33][34] in order to train a Multilayer Perceptron-based trust
classifier using back-propagation. However, all the afore-
mentioned approaches focussed on training a single global
trust prediction model for centralized IoT systems, which
are of limited applicability in an inherently decentralized
setting such as an MEC-based IoT system. In addition,
the majority of these models rely on domain experts to
model trust, and also lack support for efficiently handling
potentially high-dimensional trust information except for
[32] and [29]. Therefore, it is apparent that none of the
aforementioned state-of-the-art trust modelling approaches
in the current literature can comprehensively address the
challenges outlined in Section [1| together, which calls for a
comprehensive and consolidated trust prediction approach
for MEC-based IoT systems that can holistically address the
previously introduced challenges are data-driven and less
reliant on domain expertise.

3 PROBLEM FORMULATION

In a typical IoT system, the trust between services and their
consumers is composed of multiple distinct factors, which
we identify as frust features. They typically include param-
eters that are indicative of the quality of the IoT services,
quality of the experience expectations of the service con-
sumers and misbehaving service providers amongst many
others [35]. These trust features are combined in multiple
different ways to come up with trust prediction models to
predict trustworthiness of a given IoT service. The service
consumers can then use these predictions to decide whether
to take part in transactions with a given IoT service or not.
In a supervised setting, we suppose a simple mathematical
formulation could be derived, which can represent any such
arbitrary trust prediction model, as below.

Given a set of arbitrary trust features organized into a
vectorized form z; € R? where d represents the dimen-
sionality of z;, the impact of each trust feature towards
the overall trust value denoted as elements of a coefficient
vector w € R?, and a mapping function tr defining how
each trust feature and their respective weight coefficients
can be consolidated to come up with an overall trust value

i , any arbitrary trust model could be represented, as below.
i = tr(z;;w) where tr:RY xR =R (1)

Then, by applying the basic machine learning theory, and
given a labelled trust dataset X = (z;,v;),9=1,...,n, the

4

problem of deriving a supervised trust prediction model
can be introduced as inferring the best set of values for
w from X that minimizes the cumulative deficit between
the observed trust y; and output of ¢r(x;;w) against every
training example in X . For mathematical convenience, let
us denote the aforementioned deficit in the form of a loss
function f(w, ) = £(y;,9;) where £ = (x;,y;), or, in other
words, a training example taken from X. Then, finding the
best set of values for w can generally be defined in the
form of the following loss minimization problem, where E
denotes the expected value of the losses being minimized.

minimize Eef(w, )] )
Most existing machine learning based trust prediction
models for IoT systems attempt to solve the problem
on top of datasets accumulated centrally in cloud-based
data centres. It could be interpreted that most existing
strategies assume that the trust information is generated
from a single context-environment, or, in other words, a
single trust region where the same trust characteristics are
uniformly distributed. Therefore, they predominantly focus
on deriving a single global model to predict trustworthi-
ness of IoT services or(and) their providers. However, the
aforementioned assumption is inherently obsolete and too
restrictive in the context of MEC-based IoT environments,
where each MEC environment could be thought of as a sep-
arate context-environment. Further, in a typical MEC topol-
ogy, trust information generated from transactions between
service producers and consumers is generally persisted and
processed in an entirely decentralized manner within MEC-
local data-centres. This demands us to re-formulate the
problem (2) to fit into a distributed setting, as below.

k

[wF, wh, ..., wk,] = minimize

Wy, ERD

M
S Ee,, [ (0, Em)]

m=1

®)
where MEC environments within a given MEC topology are
indexed with m € (1,.., M); w,, denotes the parameters of
the trust prediction model learnt at m*"* MEC environment
in response to the trust-based interactions between service
providers and consumers described by &,,; f, denotes the
loss function used to learn a trust prediction model in m*"
MEC environment under influence of &,, .

In a batch learning setting, a reasonable approximation
to (3) can be obtained by letting each MEC environment use
a sufficiently large set of independent training samples to
minimize f;(w;,&;), as below.

M { Nm
[wh, wh, ..., wk] = mgggcilze Z (Ni Z fi(Wms f#))
‘ m=1 mj=1

)

However, given the scale at which typical IoT systems
operate in the era of big data, iterating over large batches of
training samples to derive a sufficiently accurate solution to
w; can be significantly time and resource consuming [36].
To address the aforementioned challenge, we aim to adopt a
stochastic approach in which one randomly chosen training
sample corresponding to a trust-based transaction between
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an IoT service and a consumer is used iteratively to derive
and update a solution to w,, for each MEC environment. At
each iteration k, we will be solving a minimization problem
of the form,

[wk, wk, ..., wk,] = minimize

M
N Do) ©6)
wk, €Rd 1

Solving a problem of the form can inherently be
componentized into multiple sub-problems, each of which
can be solved in parallel and isolation within individual
MEC environments. In other words, each sub-problem f;
in problem (5) can conveniently be solved at the i** MEC
environment in a given MEC topology on top of dataset
accumulated within itself. In addition to the inherent paral-
lelism enforced by the aforesaid approach, such a strategy
also minimizes the movement of data towards the cloud
layer This is particularly important as it significantly re-
duces the stress on the core networks of the mobile network-
ing providers, which would have otherwise been triggered
by most existing centralized cloud based trust prediction
approaches.

In a typical MEC-based IoT system, sensor service
providers and consumers can mobilize among adjacent
MEC environments [9]. Not only that, it is also possible
that same sensor provider or those that exhibit similar
characteristics (e.g. sensors manufactured by a particular
vendor under the same specification) can operate from MEC
environments in close proximity to each other. As a result,
we hypothesize that the MEC environments that are either
adjacent or close to each other may accumulate similar trust
information. Therefore, allowing such MEC environments to
collaborate with each other may assist similarly-poised MEC
environments derive more accurate trust prediction models
by borrowing strength from each other (see Fig[2). At the same
time, we are also interested in penalizing neighbouring
prediction models that are differently-poised in order to
prevent them from collaborating. Consequently, problem
can be further modified as the following regularization prob-
lem in which trust models carrying significantly different
trust features are penalized while incentivizing those that
carry similar trust features.

M M
mg}lerg}ize ;fi(wm&) + Z(

i=1

> aijg(wi, wj))

JEN(D)
(6)

where g denotes a function that assesses the similarity
of two prediction models trained by two adjacent MEC
environments, (w;,w;) are parameters of those prediction
models and a;; a non-negative regularization parameter de-
fined as {aij € R|aij =0if Ww; = Wy, Qg5 > 0 if w; # wj}.

However, the regularization term introduced in problem
(6), in its default form, pollutes the parallelism enforced
by problem as it involves computing a global sum of
the differences between the model parameters w; learnt
by MEC environments. These differences are computed in
a pair-wise manner between two adjacent MEC environ-
ments, over the entire MEC topology. As a result, we can no
longer easily isolate solving an independent sub-problem at
the i*" MEC environment.

4 SOLUTION

This section provides a comprehensive overview of the pro-
posed solution and the theoretical foundation upon which
it is developed. Section |4.1|lays out an easy-to-comprehend
summary of the proposed solution void of rigorous math-
ematical notations. We later expand this to provide more
details in Section Section {4.2|lists out the key precursors
and their respective mathematical foundations that our solu-
tion depends on. Section then, incrementally builds the
proposed solution on top of the technical preliminaries in-
troduced in Section {4.2|as well as comprehensively explores
the networked communication structures of MEC-based IoT
systems as well as their characteristics, and also explains
how the proposed solution is effectively applied for trust
prediction in MEC-based IoT systems in harmony of the
aforesaid network communication structures.

4.1 Solution Overview

We propose a parallel and iterative stochastic algorithm
with embedded feature selection for distributed data-driven
trust prediction in MEC-based IoT systems. The proposed
algorithm utilizes a two-tier hierarchical communication
architecture with the global cloud and MEC environments
forming its tiers (see Fig. [I). The information flows between
the two aforementioned tiers over the backhaul links that
exist between the global cloud layer and each distributed
MEC environment.

In this proposed approach, the global cloud layer plays
the role of a facilitator to perform two key important tasks,
namely, 1) acting as a centrally available iteration coordi-
nator for the proposed iterative algorithm. 2) maintaining a
logical map of the predetermined links between each MEC
environment and their neighbours derived based on prox-
imity. 3) enforcing knowledge sharing among neighbors of
a given MEC environment and computing other important
metadata required by the proposed iterative algorithm. On
the other hand, each distributed MEC environment trains
an MEC-local trust prediction model atop its locally ac-
cumulated data, subjected to the knowledge shared of the
neighbouring MEC environments by the global cloud layer.

Meanwhile, the proposed algorithm runs in six key
steps, which are elaborated below.f
Step 1: First, each distributed trust prediction model initial-
izes their MEC-local trust prediction models. At the same
time, the global model coordinator initializes and shares the
initial estimations of the models of the neighboring MEC
trust prediction models, as well as other metadata required
by an MEC environment to train its trust prediction model
(see Fig.[I[a)).

Step 2: Then, each MEC environment executes their trust
prediction model training strategy atop the locally accumu-
lated data, subjected to the knowledge and metadata shared
by the global model coordinator. In addition, determining
the key features associated with the MEC-local trust predic-
tion models is also done, simultaneously (see Fig. b)).
Step 3: Once trained, the model parameters of the trained
trust prediction models are, then, shared with the global
model coordinator (see Fig. c)).

Step 4: The global model coordinator, then, accumulates
all the model parameters it has received from the all the
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distributed MEC environments, and enforces knowledge
sharing among neighboring MEC environments, and rele-
vant other metadata is computed (see Fig. d)).

Step 5: Once knowledge sharing and the computation of
the metadata is done, the global model coordinator then
shares the learnt knowledge and metadata associated with
each neighboring MEC environments with a given MEC
environment (see Fig. e)).

Step 6: The procedure formed by steps 2) to 5) are then
repeated iteratively until the algorithm converges to a user-
defined application-specific error margin, at which point,
we consider that the training of the trust prediction models
is concluded and ready to be used.

4.2 Technical Preliminary

For completeness, we provide a brief systematic exposi-
tion below on the Network Lasso problem and Stochastic
ADMM as well as euclidean projection onto the 1-1 norm
ball, which are the key precursors upon which the proposed
solution is developed.

4.2.1 Network lasso problem

Network lasso is a framework to solve large-scale
optimization problems formulated as a graph struc-
ture, allowing simultaneous clustering and optimization
[37]. Given an undirected networked graph G = (V. E)
in which nodes are denoted by V ={1,...,N}, and
their connectivity with each other is denoted by the
edges E = {(v1,v2):v1,v2 € V,v1 # va}, the network
lasso problem is mathematically expressed, as below.

minimize Z filw;) + A Z ajrl|lw; — wglle. %

eV (3,k)EE
In this optimization problem, w; represents
model parameters of a loss function denoted as
fi =A{(w;, f(w;)) :w; € R"}. Each loss function f;

defined over the input-output space f; : R" — RU {oo}
is local to a node v; € V in the graph G. These loss
functions are used to estimate model parameters of each
node in the graph v; € V' by formulating an optimization
problem. Meanwhile, X\ is a regularization parameter that
scales the edge objectives relative to the node objectives,
aji represents an impact factor of a particular edge, i.e.
(vj,vg), on the finite-sum problem computed over the
loss functions of all nodes participating in the optimization
problem. It is also noteworthy that w; and wy correspond
to the parameters of the models associated with two
adjacent nodes v; and wv; in the graph, respectively.
Furthermore, the regularization parameter A and impact
factor aj, alongside the L?-norm computed over the
difference of model parameters between the two nodes
connected by the edge (v;,vx) form a penalty factor. This
compels the contrast between two connected nodes to be
zero, strengthening the cohesion among those that carry
similar model parameters (i.e. w; = wy).

4.2.2 Stochastic ADMM

Stochastic ADMM (S-ADMM) is a variant of the ADMM
algorithm that promotes solving a linearly constrained reg-
ularized optimization problem iteratively under a stochas-
tic setting. The specialty of SSADMM over its predecessor

6

ADMM stems from, at each iteration, w in problem is
updated based on one noisy sample drawn from the under-
lying dataset. The key advantage this brings in is that the
updates are less time and resource consuming than that of
the conventional batch based ADMM. S-ADMM does so by
substituting a first-order approximation of the optimization
goal f(w;€&) used in the augmented Lagrangian. SSADMM
algorithm primarily intends to take on problems of the type

minimize f(w,{) +g(z) st Aw+Bz=c (g)

where w € R", z € R™ represent two variables of di-
mensions n and m optimized independently by f and g,
respectively. A € RP*™ B € RP*™ and ¢ € RP represent
two matrices and a vector defining the linear constraints
associated with the problem (8) and p denotes the number
of constraints. It is assumed that the functions denoted by
f(w,§) and g(z) are typically convex [13].

To solve the constrained optimization problem as
an unconstrained optimization problem, the augmented
Lagrangian associated with it L,(w, z, i) is first obtained,
in which p represents the dual variable or, in other words,
Lagrange multiplier associated with the augmented La-
grangian [37]. Then, by applying dual-ascent iteratively, S-
ADMM alternatingly minimizes L, (w, z, u) with the follow-
ing steps.

w**! = argmin L,(w, 2P ) (9a)
weR™

2P+l = argmin Lp(wk+1, Z, k) (9b)
ZGR"’L

Pt = pF 4 pV L, (w2 ) (90)

where p acts as a penalty parameter and step-size for
the dual variable update carried out by sub-problem
and VL, represents the gradient of L,(w"*!, zk*1 1) with
respect to p.

When f(w,§) and g(z) are separable into multiple
sub-problems, each solved over a partition of the training
data population, the aforesaid iterations can be carried
out to solve each sub-problem independently in parallel.
The enhanced network lasso algorithm proposed in this
work utilizes this exact behaviour to learn a family of
trust prediction models over a potentially large topology of
MEC environments as a distributed stochastic optimization
problem.

4.2.3 Euclidean projection onto the I-1 norm ball

The most basic form of projection task we consider can be
formally described as the following optimization problem.

. . . _ 2
minimize lw—=o]5 st |lwh<z (10)

where w,v € R"and z € R.If ||v||1 < z then, the solution to
problem is w = v. Therefore, in this particular context,
we assume that ||v]|; > z, so that, the optimal solution to
the problem lies on the boundary of the constraint set,
and thus we can replace the inequality ||v]; < z with the
equality constraint ||v||; = z. The solution to the aforemen-
tioned optimization problem returns a sparser solution on
w, which has only a few non-zero components correspond-
ing to the most prominent features that are instrumental to
representing the data distribution upon which w is derived.
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Fig. 1: A visualization of the information flow associated with the stochastic Network Lasso for MEC-based IoT systems.

4.3 Stochastic Network Lasso with feature selection for
MEC-based loT systems

We consider the problem (6) to be close to the general
form of the Network Lasso framework [37]. However, the
Network Lasso framework has originally been proposed
for simultaneous clustering and optimization of a family
of distributed prediction models in a batch setting. Our
work (i.e. the problem setting (6) formulated in ] differs
from the original Network Lasso problem formulation in
a way that it aims to tackle the challenge of stochastically
fitting a distributed trust prediction models over the context-
dependent data accumulated across MEC environments.

As introduced in Section [I} a typical MEC-based IoT
system accumulates data originated from the transactions
between IoT services and consumers within individual
geographically distributed MEC environments. Therefore,
training trust prediction models for each distributed MEC
environment, closer to where the data originated and is
kept, is paramount in terms of reducing the network stress
on the core mobile networks. To achieve a similar goal,
[37] proposed using ADMM to derive an algorithm, which
runs in batch-mode to solve the Network Lasso problem in
parallel, closer to where the data is persisted. We draw
inspiration from this approach, and attempt to use SSADMM
to transform problem () to a form that can be solved in
parallel, as below.

minimizeri(wi,fi) +A Z ajk||w;

i€V (3,k)EE

—willz gy

where f;(w;,§;) is a time-varying loss function, and the rest
of the parameters remain the same as they were in (7).

The S-ADMM framework is predominantly applied to
the problems of the form (8), which are bounded by some
arbitrary linear constraints. Therefore, to convert the prob-
lem into a form, which allows us to apply S~ADMM,

copies of both w; and w; (i.e. z;; and z;;, respectively) are
introduced at every edge (vj,v;) in the graph as per [37].
The transformed problem can now be viewed as,

minimize Z filwi, &) + Z ajil|lw; — wgll2.
i€V (4,k)eE
s.t. Wi = Zij

Now, by applying S-ADMM against (12), we then de-
compose the aforementioned optimization problem into
three sub-problems that can be iteratively solved in parallel,
as below.

Wit = argmin (w] . f(wf, €47
w;
p o — w3
Y Dl L
JEN (1)
(13a)
ijs%ji
(||w’“+1 — zij + 5|13 (13b)
+ Hw‘““ —zi + i)
pit =l (Wit = 25 (13¢)

where, 4 is a scaled dual variable used for mathematical
convenience, p(>0) is the penalty parameter, while k
denotes the k™ time the above steps were run.

Out of these sub-problems, problem (13a), or in other
words, the w;-update performed at each distributed agent
concerns training a prediction model over its locally accu-
mulated data. Next, to enforce feature selection, or in other
words, obtain a sparser solution that better fits the context-
dependent trust prediction in a given MEC environment, we
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then apply onto the optimal solution returned at each
iteration, wf 1 as below.

k+1

k+1
) i

st JwF L < 2z

(14)

Even though deriving a parallel algorithm to solve the
problem (6) is of utmost importance, that alone is unlikely
to help us completely realize the goals announced in Sec-
tion |1} Therefore, it is also important to analyze how the
above solution harmonizes with the network architecture of
MEC, as well. Typically, individual MEC environments tend
to operate independently of each other at the application
layer avoiding backhaul and core network layers. However,
recent work exploring the synergy between the MEC and
cloud layers promises pathways towards better quality ser-
vices to the end users [15]. This makes it a compelling case
to fully utilize the centralized cloud in our work, which all
MEC environments possibly connect to, in order to estab-
lish a logical MEC network allowing them to communicate
indirectly with each other (see Fig.[2). In such a setting, each
MEC environment can be indirectly connected to multiple
neighbouring MEC environments via the centralized cloud
for collaborative training of trust prediction models. There
are multiple ways we can model a network of MEC environ-
ments exploiting various characteristics and properties of
different application contexts [8]. However, for simplicity,
we used a simple model where each MEC environment
connects to a set of other MEC environments determined
based on proximity. The problem (6) can then be modeled
over the graph resulting from this topology (see Fig. [2).

In a typical MEC network topology such as the one
depicted in Fig. [} the sub-problems denoted by can
be solved iteratively at different layers between local MEC
and the centralized cloud infrastructures (see Fig.[I) with a
six-step procedure, as elaborated below. The mathematical
representations associated with each of these six-steps have
also been consolidated into an algorithmic framework and
depicted in Algorithm 1. We also provide pointers to the
reader to better map each following step into their cor-
responding mathematical representations in Algorithm 1,
where appropriate.

Step 1: To begin training the trust prediction models, we
first initialize each MEC-local trust prediction model cor-
responding to an individual MEC environment first (see
Lines [2-3]). As noted in (13), the or in other words,
the w-update, depends on the values zfj and ,ufj, that were
generated in the previous iteration (i.e. k) of this six-step
procedure (see Line 6 in Algorithm 1). We will later see
in Step 3 and Step 5 that the aforementioned values are
generated and cached within the centralized cloud layer
by the global model coordinator. However, since this is the
beginning of the trust prediction model training process and
there is no previously executed iteration of the underlying
six-step procedure, the global model coordinator initializes
and shares a set of initial estimations (as opposed to sharing
the values from the previous iterations) of the models of the
neighboring MEC trust prediction models (see Fig.[T[a)).

Step 2: Then, each MEC environment executes their trust
prediction model training strategy atop the locally accumu-

lated data, subjected to the knowledge and metadata (i.e. zfj

w = minimize [|w;T" — v;]|3
w; ER™

8

and ufj) shared by the global model coordinator (see Line 6
in Algorithm 1). In addition, determining the key features
associated with the MEC-local trust prediction models is
also done (see Fig. [[(b) and Line 7 in Algorithm 1). This
not only helps determine the most influential parameters
that the context-dependent IoT service trust of a given
MEC-environment depends on, and also avoids overfitting
of the trained MEC-local trust prediction model on the slack
parameters that might exist in each MEC environment.
Step 3: Once trained, the model parameters of the trained
trust prediction models are, then, synchronized with the
global model coordinator (see Fig. [[(c) and Line 8 in Al-
gorithm 1).

Step 4: Next, the global model coordinator accumulates all
the model parameters received from all the distributed MEC
environments. It, then, enforces knowledge sharing among
neighboring MEC environments (i.e. 2™ and 2%™), and

17 Ji
other relevant metadata (i.e. ufﬂ'l and £~ is computed

(see Fig. d) and Lines [9-11] in Algorithmj 1). This is carried
out by executing and of the three sub-problems
denoted by problem (13).

Step 5: Once knowledge sharing and the computation of
the metadata is done, the global model coordinator then

shares the learnt knowledge and metadata (ie. 2/ and

ij
uff ') associated with each neighboring MEC environment
back with a given MEC environment (see Fig.[I[e) and Line
10 in Algorithm 1).

Step 6: The procedure formed by steps 2) to 5) are then
repeated iteratively (see Line 4 in Algorithm 1) until the
algorithm converges to a machine learning practitioner-
defined application-specific error margin, at which point,
we consider that the training of the trust prediction models
is concluded, and the corresponding trust prediction models
are ready to be used.

It is noteworthy that this enhanced network lasso al-
gorithm for MEC-based IoT systems preserves the con-
vergence properties it inherits from its parent models (i.e.
ADMM, and network lasso). In other words, the above
proposed algorithm converges to a global optimum in all
possible cases as the underlying problem it attempts to solve
is convex. In addition, as with many practical optimization
problems, the more iterations the algorithm runs for, the
more slowly it reaches precision accuracy. For use-cases
where precision accuracy can be traded off against faster
convergence time, primal and dual residuals provide a tuner
to control the desired outputs.

We used a soft-margin Support Vector Machine (SVM)
[38] as the reference implementation of our network lasso
based machine learning architecture for MEC-based IoT
environments. SVM had already been widely used and
shown to work well in prior trust research for developing
classification- and regression-based trust prediction models
[29][31]. In fact, [S] proposed an SVM based classification
model for predicting trustworthiness in IoT services as well,
which aligns quite well with the primary scope of this study.
This background provided us with a rational basis to adopt
SVM as the local trust prediction problem to be solved
as part of each sub-task running in the local MEC layers
of the reference implementation. In that, each local MEC
environment trains its own SVM-based binary classifier to
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Fig. 2: A hypothetical deployment of MEC environment, which shows how the neighbouring MEC environments are linked

based on proximity forming a partial mesh network.

Algorithm 1 Stochastic network lasso for MEC-based IoT
systems

1: parameters: M -MEC environments, E-Links among
MEC environments, p-Penalty parameter
2: for allm € M do > Loop over MECs in Cloud layer
3: Send initial z;;, z;; and p;; to m
4: for k = 1 to K (or until convergence) do
5: for all m € M do >
Distributed loop over MECs in parallel
wh T < argmin (w;ffl’(wf,ffﬂ) +

wi

6 > Sllwi — 25 + ullls +
JEN(3)
3|l (wi — w13
7. wi T argmin|jwf T — v 2.t JwF | < 2z
: pras
8: Send wf *1 to cloud layer

9: foralle € I do >
Loop over all edges among MECs, in cloud
10: zfjﬂ, zf;'l <+ argmin (ainzij — Zjill2 +
Zij,Zji
k k
B(IHH = 2+ 3 + [ — 5+ 1)

) k1 k 41 _k+1
11: wi g (T =25

predict untrustworthy IoT services. Each trained classifier
classifies an input as either “benign” or “harmful” (denoted
by “1” and ”-1” respectively) indicating whether the IoT
service in concern is trustworthy or not.

In a batch setting, the task of obtaining the optimal
separating hyperplane of the underlying soft-margin SVM,
which separates the two classes that the classifier is trained
for can be formally modelled as a minimization problem, as
below [38].

b 1 &
migie%?dize §||w||§ + i ; max (0,1 — gzl w4 b).

(15)
where w denotes a weight vector corresponding to the
model parameters to be learnt, z; identifies the feature
vector associated with " training sample fed into the
learning model, y; corresponds to the label associated with
it and b is a bias. However, in a typical stochastic setting,
we are primarily interested in evaluating one randomly
drawn sample at each iteration of the stochastic network

lasso algorithm. This gives rise to the following modified
version of the problem (T5).

A
minimize 5 |w||3 + max(0,1 — y;x] w + b) (16)
weR

5 EVALUATION

This section is divided into four parts. Section [5.1| describes
the experiments designed to evaluate the suitability of the
proposed approach to address the challenges outlined in
Section (I} Section provides a technical summary of
the state-of-the-art approaches that the proposed model
was compared against while Section briefly describes
the datasets used. Finally, Section |5.4] shows and discusses
the results of the experiments carried out. The concrete
implementation of the proposed approach (i.e. represented
by Algorithm 1) used for the evaluation is available at:
https:/ /github.com /prabathabey /mec-trust

5.1 Experiments

We conducted a series of experiments to comprehensively
and empirically evaluate the following key aspects of the
proposed trust prediction strategy. These key aspects we
focused on together with the experiments designed to eval-
uate them are as follows.

1) Convergence properties of the proposed trust prediction
strategy: The necessary and sufficient optimality conditions
for the ADMM framework to converge include two key
criteria, namely,

e Primal feasibility: making sure that the quantity
rFtl = Awbtl + BZEY — ¢ — 0as k — oo.
« Dual feasibility: making sure that the quantity s**! =
pATB(F+1 — 2F) —» 0as k — oo.
where k represents the iterations of the algorithm. Therefore,
the convergence of the proposed stochastic Network Lasso
based trust prediction strategy was predominantly assessed
by observing if the primal and dual residuals - denoted
by 7% and s*, respectively - are converging to a given
error bound via a decreasing sequence of errors over a
finite number of iterations carried out sequentially across
all three datasets outlined in Section[5.3|to provide evidence
on the generality of the said convergence properties of the
proposed algorithm.
For different values of a;;, rk and s* were monitored
over many sequential iterations of the Algorithm 1, until a
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pre-configured stopping criterion was reached. This stop-
ping criterion was set using two parameters, absolute (0.01)
and relative (0.001) error tolerances of the algorithm based
on the guidelines provided in [39]. In addition, to tune
p, we also adopted the varying penalty parameter strategy,
which not only improves the rate of convergence, but also
ensures that the convergence as well as the performance of
the proposed algorithm rely less on the initial choice of p
[13].

2) Effectiveness of the proposed approach to predict trust-
worthiness of IoT services in MEC-based IoT systems:
These experiments were aimed at comparing the perfor-
mance of our approach against the state-of-the-art trust eval-
uation methods outlined in Section and justifying the
ability of the proposed method to address the key challenges
in predicting the trustworthiness of MEC-based IoT services
outlined in Section |1} The aforementioned experiments are
organized into the following categories.

o Effectiveness of the context-dependent and data-
driven trust prediction (Challenge 1): This particular
experiment was designed to evaluate the ability of the
proposed approach to address two seemingly related
key aspects in predicting the trustworthiness of IoT
services in MEC-based IoT systems outlined in Section
[[]in relation to Challenge 1. As part of it,

1) To assess the ability to effectively tackle context-dependent
trust prediction, we compared the results of our ap-
proach against both state-of-the-art trust prediction
strategies that promote context-dependent trust pre-
diction in a distributed setting as well as centralized
approaches that assume the entire MEC topology
to be a single global context-environment for trust
prediction.

2) To assess the effectiveness of the data-driven trust pre-
diction component of the proposed approach and its
impact on the overall performance, we compared
the performance results obtained in the previous
step against a variant of our approach with feature
selection disabled. To independently evaluate the
effectiveness of the data-drivenness of our approach
thereby facilitating a fair comparison, we disabled the
ability of our approach to transfer knowledge among
trust prediction models trained by neighboring MEC
environments by setting a;;s in Algorithm 1 to be 0.
Setting a;; = 0 forces our proposed approach to train
a family of non-collaborative binary SVMs across the
simulated MEC topology.

In addition, we carried out further experiments to
assess the impact of knowledge sharing via collaboration
of MEC environments on the overall performance of
our approach. For that, we re-enabled the knowledge
sharing component by allowing a;;s in Algorithm 1 to
be > 0 and compared its performance against the other
state-of-the-art distributed trust evaluation approaches
selected in Section In addition, the performance
was also compared against the non-collaborative MEC-
local binary SVMs trained in the third step, as well.
To provide further evidence on knowledge sharing, we
provide data on the degree of consensus among trust pre-
diction models trained by different MEC environments,
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computed by examining the resulting trust prediction
model structures as well. If two neighboring models
end up adapting the same trust prediction model, we
call the two respective models to be in consensus.

o Ability to tackle scalability (Challenge 7): This ex-
periment was designed to evaluate the ability of our
approach to address the two key scalability criteria
outlined in Section[I]in relation to Challenge 2.

1) To assess the ability to scale well to growing topology
sizes, we monitored the average prediction accuracy
across all distributed trust prediction models in a
given MEC topology as well as the average number
of communication rounds required till convergence
when the number of MEC environments in the un-
derlying MEC topology is gradually increased. The
other non-distributed state-of-the-art models were
left out from this experiment as they use only a single
global model that does not scale across a given MEC
topology.

2) To assess the ability to efficiently process large datasets
accumulated across MEEC environments, we monitored
and compared the total time taken to train the trust
prediction models by each compared state-of-the-art
trust prediction models.

e Ability to cause less network stress on the core
networks of mobile network providers (Challenge 5):
To evaluate this, the number of rounds of communication
needed during the end-to-end process that includes
trust information accumulation and prediction model
training between the centralized cloud and distributed
MEC layers was measured and analysed. Here, the
aforementioned metric takes into account the number
of times the data has been transmitted between the
MEC environments and centralized cloud layer during
the end-to-end process that spans across data accu-
mulation as well as trust prediction model training.
Therefore, it was assumed to be indicative of the net-
work stress on core mobile networks of mobile network
providers.

5.2 Models Compared

We compared our approach against a comprehensive set
of state-of-the-art machine learning-based trust prediction
models proposed against several application domains. The
details of their simulations used in our experiments are
described below. Furthermore, TABLE [1| provides a concise
comparison of features of the evaluated models against the
trust prediction expectations highlighted in Section i}
Abeysekara et al. [17]: To evaluate and compare this ap-
proach, which is seemingly similar to our approach, an
identical experimental set-up and datasets were used. How-
ever, batch Gradient Descent (GD) was used to train each
MEC-local trust prediction model as opposed to Stochastic
Gradient Descent (SGD) used in our approach.

MTES [16]: To facilitate a fairer comparison, we considered
a scenario where the MENs (which are computational nodes
equivalent to MEC environments in our context) are sta-
tionary. In addition, we also made a key assumption that
rather than MENs pinging sensor nodes for information,
the sensor nodes publish statistics derived from transactions
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between other sensor nodes to MEC environments. Then, to
evaluate the performance of the two models, we reshaped
the datasets described above, to simulate a sensor network
publishing information into a topology of MEC environ-
ments.

Jayasinghe et al. [5]: A binary SVM with a Radial Bias
Function (RBF) kernel was used to train a global trust
prediction model for IoT services based on five key trust
features via k-fold (k=5) cross validation, as recommended
in [5]. Principal Component Analysis (PCA) was, then, used
to filter the most influential features. To avoid possible
hidden optimization routines and approximations thereby
allowing a fairer comparison, we implemented our own
version of the SVM algorithm with an RBF kernel extending
the problem (16).

Lopez et al. [29]: A three-class SVM with an RBF kernel was
used to train a trust prediction model for a given trust context
as recommended in [29] via k-fold (k=5) cross validation.
Meanwhile, the hyper-parameters of the SVM (i.e. A and
C in problem (16)) were optimized via a grid-search by
incrementing the parameter values with a step size of 20-2°.
We used our own implementation of an SVM with an RBF
kernel to allow a fairer comparison.

5.3 Datasets

For the experiments described above, we used multiple
public IoT datasets in our simulations. A comprehensive
overview of the structure of these datasets is given below.

UNSW-NB15} This dataset consists of transaction data
(each containing 49 numerical and categorical features, i.e.
€ RY) traced from a simulated intrusion detection system
(IDS). Each record in the dataset corresponds to a trans-
action indicating either a benign behaviour and or one of
nine types of attack scenarios. We labelled each sample as
benign or harmful based on whether they correspond to a
benign or attack scenario. This dataset was first normalized
and then divided into 100 randomly-sized (n&[200, 2000])
smaller datasets forming an aggregate of 110892 examples.

Bot-IoTf} This dataset consists of labelled data that can be
used for network forensic analysis, developed on a realistic
testbed environment [40]. It carries records (¢ R*") cor-
responding to both legitimate and simulated IoT network
traffic, as well as ones that are representative of multiple
types of botnet attacks such as, probing, denial-of-service
and information-theft attacks. We consolidated and rela-
belled all records related to malicious activity as harmful,
and those that represent legitimate network traffic as benign.
The resulting dataset was first normalized and then divided
into 100 randomly-sized (n €[1000, 20000]) smaller datasets
forming an aggregate of [need to fill] examples.

N-BaloTP This dataset consists of network traffic data
previously used to detect Mirai and BASHLITE attacks
within an IoT setting [41]. Under each family of attacks,

3. https:/ /www.unsw.adfa.edu.au/unsw-canberra-
cyber/cybersecurity / ADFA-NB15-Datasets/

4. https:/ /www.unsw.adfa.edu.au/unsw-canberra-
cyber/cybersecurity / ADFA-NB15-Datasets/bot_iot.php

5. https:/ /archive.ics.uci.edu/ml/datasets/detection_of_loT_botnet_
attacks_N_BaloT
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there were multiple individual attack types of which the
records (€ R!1®) were consolidated under the label harmful.
In addition, the records related to legitimate network traffic
(€ R'5) were classified under the label benign. The resulting
dataset was normalized and split into 100 randomly-sized
(n€[1000, 20000]) smaller datasets for each simulated MEC
environment.

Random noise was also added to each dataset via flip-
ping the labels of randomly picked samples to mimic a
Non-IID dataset. The resulting datasets (with a training-to-
test split ratio of 70:30) were used to train the distributed
prediction models for each simulated MEC-environment.

5.4 Results and Discussion

This section provides comprehensive details on the results
observed at each experiment we carried out and sufficient
reasoning as well as justification on how they demonstrate
the proclaimed benefits of the proposed approach.

5.4.1 Convergence properties of the proposed trust predic-
tion strategy

The results obtained for both primal and residuals of the
proposed algorithm atop the three datasets used did show
that the algorithm converged to a relatively stationary point
iteratively for all values of A (see Fig. over multiple
iterations of the Algorithm 1. A more granular look at the
convergence rates of the residuals 7% and s* can be seen
in Fig. [ against an arbitrarily picked value of A (=0.002).
This affirms the convergence of the algorithm, and there-
fore, confirms that the proposed approach is algorithmically
robust.

Furthermore, inheriting the properties of ADMM, the
proposed solution based on S-ADMM converges to a mod-
est accuracy fast, and high accuracy slowly [13], [37]. In
addition, the fact that SF-ADMM uses one noisy sample
for gradient updates while training each distributed MEC-
local prediction model, its convergence can further slow
down as evident from our results depicted in TABLE |4} In
our problem context, the proposed solution was observed
to attain significantly higher accuracy compared to most
baseline models it was evaluated against, at a lower time
and communication cost (see TABLE ]2).

Convergence of primal residuals over A Convergence of dual residuals over A

— A=00
= 1.1015003099999097
—— = 5.8105023227443185
—e— )\ = 10493055533702181
= 56.63772998644138
- A = 8182233180475

— 2=00
= 1.1015003099999097
—— = 5.8105023227443185
—— = 10493055533702181
2 = 56.63772998644138
—— A = 8182233180475

Iteration Iteration

Fig. 3: Convergence of primal (r*) and dual (s*) residuals
against different values of A (in log scale).

5.4.2 Effectiveness of the proposed approach to predict
trustworthiness of loT services in MEC-based loT systems

Results of the experiments affirmed that the proposed
stochastic Network Lasso-based distributed trust prediction
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Feature Proposed approach MTES  Abeysekara etal. Jayasinghe etal. Lopezetal. Global SVM  Local SVMs
Data-driven trust evaluation v X X v v v v
Distributed trust evaluation model training at the edge close to where the data originates v v v X X 4
Distributed and context-dependent trust modelling v X v X X X v
Knowledge sharing among trust evaluation models v X 4 X X X X
Scales to high-volume trust information v X X X X v v
Scales to MEC topologies with large number of MEC environments v v v X X X 4

TABLE 1: Comparison of features among the proposed approach and other state-of-the-art models evaluated.

—— UNSW-NB15
BoT-loT 17500
— NBaloT

15000

12500

10000

Dual residual

7500

5000

2500

Fig. 4: A snapshot of the convergence of primal (r*) and
dual (s*) residuals.

model lived up to the expectations set forth in Section
Below, we discuss the results gathered against the exper-
iments that evaluated the suitability and effectiveness of
the proposed approach to predict trustworthiness of IoT
services in MEC-based IoT systems.

Effectiveness of context-dependent and data-driven trust
prediction:

1) Effect of context-dependent trust prediction: The results
of our experiments showed that that the context-dependent
binary SVM classifiers trained by the proposed approach
consistently outperformed all the state-of-the-art trust eval-
uation strategies that promote context-dependency across
MEC environments, except Abeysekara et al.’s on all three
datasets used for the experiments (see TABLE [3). However,
the approach proposed by Abeysekara et al. [17], showed
marginally better results by 3.1%, 4.2% and 3.8% on UNSW-
NB15, Bot-IoT and N-BaloT datasets, respectively.

We explain this behaviour by taking into consideration
that the approach proposed by Abeysekara et al. [17] uses
a standard Gradient Descent (GD) solver to solve problem
in each distributed MEC environment as elaborated
in Step 2 of the Section The standard GD, which runs
in batch-mode, inherently takes each and every example
in the dataset used for training the underlying prediction
model. As a result, the distributed trust prediction strategy
proposed by Abeysekara et al. [17] produces more robust
updates during the phase of the model training process that
is equivalent to the Step 2 of Section[4.3] at each iteration.
2) Effect of data-driven trust prediction: The results of our
experiments that compared the proposed approach against
a variant of it with feature selection disabled showed that
the former produced significantly better results. In other
words, the proposed approach with feature selection enabled
showed 40% more accuracy compared to the one without it
against all A values the two models were executed against.
Given the two aforementioned approaches were evaluated
under an identical experimental settings, we attribute this
performance difference to the ability of the proposed ap-

proach to select only the most explicable features that represent
context-dependent trust in different MEC environments via
the feature selection, in comparison to the variant of the
proposed approach that only uses the default S-ADMM
(without feature selection) to solve the trust prediction
problem formulated in Section 3}

3) Effect of knowledge sharing: The average prediction
accuracy recorded (over multiple rounds of experiments
against 100 simulated MEC environments) for the collab-
orative SVMs trained by the proposed approach and the
non-collaborative local SVMs showed 15.29%, 15.47% and
0.33% higher accuracy against the UNSW-NB15, BoT-IoT,
N-BaloT datasets, respectively (see TABLE [2). The fact that
both collaborative and non-collaborative SVMs were run
under identical environmental settings, the above accuracy
gain of the collaborative SVMs can be attributed to the effect
of collaboration through knowledge sharing enforced by the
proposed approach.

Model UNSW-NB15 BoT-IoT = N-BaloT

Type

Batch Local SVMs 82.17 50.23 73.69

Global SVM 95.12 53.34 73.56

Abeysekara et al. 100 61.89 76.7

MTES 65.54 41.47 53.98

Jayasinghe et al. 90.58 55.49 69.04

Lopez et al. 78.12 47.86 59.54

Stochastic ~ Proposed approach w/o feature selection 94.2 55.46 69.53

Proposed approach 97 59.42 73.93

TABLE 2: Average prediction accuracy (%) of the evaluated
models running in batch and stochastic modes atop UNSW-
NB15, N-BaloT and Bot-IoT datasets with the number of
MEC environments in the underlying MEC topology kept
at 100.
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Number of MEC nodes Number of MEC nodes

Fig. 5: Average accuracy and number of rounds of commu-
nication taken to converge over MEC topologies of different
sizes.

Ability to tackle scalability:

1) Ability to scale well in the face of growing topology
sizes: The experiments on the scalability of the proposed
approach revealed noteworthy results, as well. As depicted
in Fig. 5| the average accuracy of the entire MEC topology
remained relatively stable as the number of MEC envi-
ronments in the underlying MEC topology was increased,
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across all the three datasets used. On the other hand, the
number of rounds of communication needed till conver-
gence was observed to rise relatively linearly as the number
of MEC environments in the underlying MEC topology was
increased, as well. This indicates that the number of rounds
of communication is rather independent of the number of
training examples accumulated in each MEC node, but the
total number of MEC environments in the underlying MEC
topology. Further, it also affirms that the number of com-
munication iteration does not exponentially increase when
the number of MEC environments of the MEC topology is
increased, which can be considered a favourable result.

No. of MEC environments

Dataset Model 100 150 200 250 300 350 400
UNSW-NB15  Abeysekara et al. 100 100 99.5 100 100 100 100
MTES 65.54 60.12 68.85 6522 6328 6546 65.52

Lopez et al. 7812 795 7727 7087 7866 7839 80.12

Proposed approach 97 96.12 99.12  99.8 100 100 100

N-BaloT Abeysekara et al. 100 100 99.5 100 100 100 100
MTES 6554 60.12 6885 6522 6328 6546 6552

Lopez et al. 7812 795 7727 7087 7866 78.39 80.12

96.12
63.95
53.98
45.32
63.12

99.12 99.8 100 100 100
6352 6811 68.89 6189 7321
4321 423 4014 4597 4521
46.15 4786 4786 4786 47.86
64.22 60.12 60.64 66.34 65.12

Proposed approach 97

61.89
41.47
47.86
59.42

Bot-IoT Abeysekara et al.
MTES

Lopez et al.

Proposed approach

TABLE 3: Average prediction accuracy (%) of the evaluated
distributed trust prediction models atop UNSW-NB15, N-
BaloT and Bot-IoT datasets with the number of MEC envi-
ronments in the MEC topology gradually increased.

2) Ability to efficiently handle large trust datasets: The
results gathered from the experiments on the time taken for
a given iteration in the proposed approach against that of
Abeysekara et al.’s showed that our approach completed
a given iteration significantly faster (see TABLE [). On
average, within the first 10 iterations of the two algorithms
compared had taken 20 and 514 milliseconds to complete
a single iteration whereas, on average, 254 and 2135
milliseconds were taken for every other iteration.

However, the accuracy improvement gained by Abey-
sekara et al. comes at a significant computational cost (mea-
sured as a function of time taken for a given iteration)
as shown in TABLE {4 In fact, the approach proposed by
Abeysekara et al. was observed to take 2500% more time
to complete a single iteration within the first 10 iterations
of their respective algorithm, and 841% for every other
iteration. Such a significant computational cost can be in-
herently prohibitive in the context of trust prediction in
modern IoT systems, which accumulate information from
the transactions between IoT services and their consumers
in exorbitant volume and at rapid velocities.
Ability to cause less network stress on the core net-
works of mobile network providers: The results of our
experiments revealed that the network stress imposed by
the proposed approach is significantly less than that of the
global SVM-based baseline model we used in our evaluation
as well as the one proposed by Jayasinghe et al, which
were trained under an identical environmental setting (see
TABLE[).

In our experiments, the communication-efficiency was

13
Dataset UNSW-NB15 BoT-IoT N-BaloT
Type Model Cost Time(ms) Cost Time(ms) Cost  Time(ms)
Batch Global SVM 110892 N/A 452023 N/A 98245 N/A
Jayasinghe et al. 110892 N/A 452023 N/A 98245 N/A
Abeysekara et al. 2400 370.14 8600 609.39 1800 351.18
Stochastic ~ Proposed approach 12400 44.86 23000 61.14 9300 42.23

TABLE 4: The number of rounds of communication between
MEC and centralized cloud layer observed at the point of
achieving the maximum accuracy and the total time taken
(in milliseconds) evaluated in an MEC topology of 100
simulated MEC environments.

only compared between the proposed approach, a global
SVM-based baseline model and the model proposed by
Jayasinghe et al. [32]. This is because none of the other
models required the data to be transmitted out of the net-
work boundaries within which the data was accumulated
and model training took place.

6 CONCLUSION AND FUTURE WORK

This paper proposes a scalable and distributed machine
learning architecture based on Stochastic Alternating Direc-
tion Method of Multipliers (S-ADMM) for trust prediction in
MEC-based IoT systems. We made a proposition that train-
ing a distributed trust prediction model in an MEC-based
IoT system could be interpreted as a distributed convex
optimization problem. In addition, we also discussed the
possibility of adopting the Network Lasso framework par-
allelized by S-~-ADMM as a solution. Finally, the feasibility of
our approach was affirmed via simulated experiments.

Our future work includes investigating the adoptabil-
ity of other distributed optimization frameworks such as
Federated Learning in the concerning problem setting, and
rigorously evaluating the resulting models against the pro-
claimed features and performance of the proposed approach
to be able to understand their suitability for predicting
trustworthiness of MEC-based IoT sensor services.
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