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Abstract—We propose an innovative approach named MEC-RDES-N (MEC QoS forecasting based on Region recognition and Dynamic Echo State Network) enabling mobility-aware and swift QoS forecasting in the mobile edge computing environment. MEC-RDES-N offers efficient QoS forecasting while maintaining high accuracy. We can identify the edge region to which a user belongs in real time while moving by leveraging mobile sensing technology. We employ a dynamic echo state network characterized by multi-service adaptability to retain information about services invoked by users to ensure real-time training and forecasting accuracy. Our approach is validated through a series of experiments using both public and collected datasets. The experiments demonstrate that MEC-RDES-N achieves the goal of fast forecasting while ensuring its forecasting accuracy in diverse application scenarios.

Index Terms—Mobility-aware, User-centered edge region recognition, dynamic ESN, Swift QoS forecasting.

1 INTRODUCTION

With the rise of the Internet of Things, Service-Oriented Computing (SOC) has attracted much attention from industry and academia [1]. SOC is a computing paradigm that uses services as the basic elements to develop applications [2]. The main implementation technology of SOC is service [3]. Services are widely used in e-commerce, big data analysis and other application scenarios [4]. Quality of Service (QoS, also called non-functional attributes) is typically used as a discriminant between services with similar functions [5], [6]. QoS includes response time, throughput, and security [7].

Mobile Edge Computing (MEC) specifically focuses on bringing computing capabilities to the edge of mobile networks. It is generally deployed on the Radio Access Network (RAN), which is geographically adjacent to mobile users, to provide computing power right where it is needed [8]. Once MEC nodes receive service requests from nearby users, these nodes can respond with significant reductions in network transmission delay [8]. In this regard, MEC can provide users with a superior service experience [8]. The emergence of edge computing provides key enabling technologies for the vigorous development of smart transportation, smart life, virtual reality and other delay-sensitive applications [9].

Edge devices (e.g., smartphones, smart wearables, etc.) generate massive streaming data, making real-time decisions impractical when analytics are performed on remote clouds. Edge nodes that are closer to end users may be utilized to reduce network latency to complement the computation performed on the cloud [10]. However, the low-latenet feature of MEC is highly constraining for edge services quality prediction [11]. In addition, the real-time movement of users and the variability of movement speed also pose higher requirements for edge QoS forecasting. For example, the Washington Post reported on Jun 13, 2023 that Tesla’s Autopilot was involved in 736 crashes since 2019, including 17 fatalities. How to provide real-time, reliable autopilot services for users has always been a concern of National Highway Traffic Safety Administration [12]. Therefore, it is critical to achieve swift and accurate QoS forecasting while providing intelligent services. There are two major challenges in this regard: 1) The continuous movement of users and rapid switching among different edge servers pose challenges in predicting and adapting to the dynamic network environment; 2) The need to forecast and maintain acceptable QoS in such dynamic network environments requires rapid and accurate prediction capabilities. The following scenario demonstrates these two challenges.

Fig. 1 shows the scenario of an urban road and its surrounding edge server distribution. Assume a taxi is going at a relatively fixed speed from southwest to northeast between 9:00-9:10am. Also assume that the taxi passenger Allen is watching a Twitch game live video during this journey. The video quality needs therefore to be continuously predicted. If the predicted video quality deteriorates, Twitch can compress video data while maintaining certain clarity to reduce bandwidth consumption and fix video stuttering. During this journey, the taxi may go at higher speeds requiring Allen to quickly switch between different edge servers. Hence, it is paramount to quickly and accurately predict...
In this regard, most traditional time series QoS forecasting approaches [17], [18], [19] need to go through a complex model training process, which are not suitable for continuous online training. In addition, these approaches are only designed for performing predictions for existing services without considering new services. More specifically, most existing approaches can only predict QoS for a fixed set of services. However, they ignore the fact that an MEC environment is extremely dynamic and there would be many new services being invoked in the next moment. Therefore, swift and accurate QoS forecasting with the consideration of new services in the mobile edge environment has great research significance.

We propose a novel mobility-aware swift QoS forecasting approach in the mobile edge environment, abbreviated as MEC-RDESN (MEC QoS forecasting based on Region recognition and Dynamic Echo State Network). A user-centered edge region is continuously identified during a user’s movement to obtain valid historical time series data to ensure forecasting accuracy. We adopt an improved Echo State Network to meet the requirement of fast forecasting with significantly reduced training time. The contributions of this paper include the following two aspects:

- We propose a mobility-aware user-centered edge region recognition scheme. Mobile sensing technology is a low-cost but efficient way to collect environmental data [20]. The radius of the current 5G urban base station signal coverage is around 300–500m [21]. We introduce the concept of mobile recognition in user-centered edge regions based on the sensing technology and the signal coverage statistics of edge servers. Let us assume that the current location of a user is covered by one or many edge servers with the signal coverage radii of 300–500m. Taking this location as the center, a circle with the radius of 500m is used to portray the user-centered edge region. This region will contain the set of edge server(s) that this user may visit next. This region also covers the server(s) previously accessed by this user, by which we can capture the relevant historical QoS data of services (denoted as $s_{old}$) of this user. The user-centered edge region is constantly changing along with the user’s dynamic movement to update the data captured from the latest environment.

- We describe an efficient QoS forecasting approach in the mobile edge environment. This approach is employed to predict the QoS performance of services from the edge servers that a user may access next based on the QoS data of $s_{old}$. First, an initial model is pre-trained based on Echo State Network (ESN). Then, an improved ESN model is adopted for real-time QoS forecasting during user movement. Since the types and numbers of services invoked by users in the edge environment are diverse, the improved ESN model is multi-service adaptive and can store information about services invoked by users. In comparison to ESN, the improved model is able to further optimize training costs, and stabilize the connection weights between neurons to improve forecasting accuracy.
We conduct a series of experiments based on public and collected data sets to evaluate the effectiveness of MEC-RDESN. The experiments verify the impact of mobility awareness on QoS forecasting and the performance of the improved ESN. The experimental results also demonstrate that MEC-RDESN achieves the goal of swift forecasting while ensuring forecasting accuracy in diverse application scenarios, such as cycling, driving, taking trains, etc.

The structure of the paper is organized as follows. Section 2 surveys relevant research about “mobility-aware” and state-of-the-art QoS forecasting methods. Section 3 introduces the background knowledge used by our approach. Section 4 presents the details of our approach. Section 5 elaborates the experimental design and result analysis. Section 6 concludes the paper and plans our future work.

2 RELATED WORK

2.1 Mobility-Awareness


In recent years, many scholars have conducted research on mobility-awareness in edge environments. Peng et al. [25] devised a method to assess mobility-related fitness values between unallocated edge users and available edge servers. They also designed a mobility model to perform user allocation according to the fitness values. Hoang et al. [26] investigated a mobility-aware computational offloading method for in-vehicle wireless networks. This method uses an unbounded simulation area migration model to simulate the movement of intelligent connected cars, thereby constructing a mobility model. Ma et al. [27] used data mining and machine learning technology to estimate the probability of a user moving to a certain location based on the user’s historical movement trajectory, thereby enhancing service delivery. Liu et al. [28] proposed a mobility-aware dynamic edge service migration scheme. This scheme calculates the probability of users crossing the boundaries of cellular networks based on network shapes, making the mobility behavior of users predictable.

However, the above mobility-aware solutions predominantly focus on monitoring changes in users’ locations rather than continuously tracking users’ real-time movement status.

2.2 QoS Forecasting

Traditional QoS forecasting. Traditional QoS forecasting can mainly be achieved via similarity-based, model-based, location-based, and time-based approaches. Zheng et al. [29] proposed a web service QoS forecasting method based on user similarity and service similarity. Ding et al. [5] considered the hidden environmental preference information to build up a joint QoS forecasting method based on the deep fusion of features. Liu et al. [30] employed Graph Neural Networks (GNNs) for QoS forecasting. GNNs model the impact between users/services and learn feature vectors effectively. Zou et al. [31] proposed a novel framework for data-protected QoS prediction. It ensures user data protection and the efficacy of predicting missing QoS values. Chen et al. [32] employed the location information and QoS values to cluster users and services. They made personalized service recommendations based on the clustering results. Shen et al. [33] proposed a QoS forecasting method based on the geographic location information of candidate services to improve forecasting accuracy. These traditional location-based QoS forecasting methods make service recommendations based on the location of services or users. They ignore user mobility issues.

Many scholars consider the time factor during forecasting to further analyze the dynamics of QoS data and pursue more accurate predictions. Existing time series QoS forecasting approaches can be divided into numerical and model-based approaches. Numerical forecasting mostly targets predicting null values by mining the relationship between historical values. Wang et al. [34] considered the influence of network states and time changes on service performance. They presented a spatio-temporal QoS forecasting method, which can improve the forecasting accuracy by more than 10%. Nevertheless, the forecasting leverages other available QoS values in the current time slot and cannot be directly applied to forecast future temporal QoS values. Ye et al. [35] used QoS historical data and short-term advertisements to predict the long-term QoS behavior of service providers. However, QoS is inherently dynamic. The QoS history and short-term advertisement cannot capture this dynamism.

Model-based forecasting generally builds a forecasting model and trains the model based on time series QoS data. Zhang et al. [36] proposed an online long-term QoS forecasting method based on radial basis function (RBF) to solve the problems of correlation of multiple attributes, inaccurate long-term forecasting and lack of dynamic update mechanism. This method achieves higher efficiency and lower error rates than traditional methods. Nevertheless, the establishment of complex relationships among multiple QoS attributes needs to be further improved. Zou et al. [37] devised a time-aware QoS forecasting method based on deep learning and feature integration. It integrates the binarization feature and the similarity feature. It learns and mines temporal features between users and services based on gated recurrent units (GRU) to realize better service QoS forecasting. This method does not consider the influence of geographic locations of users and services on the forecasting result.

Edge QoS Forecasting. Existing edge QoS forecasting approaches can be grouped into environment-sensitive and model-based categories. Wang et al. [15] proposed a collaborative filtering-based service recommendation method. It selects Top-k similar neighbors for forecasting based on the similarity of users or edge servers. However, the forecasting accuracy of this method is affected by the data density and distribution of edge servers. Li et al. [16] designed a trusted location-aware QoS forecasting method. They integrate location clustering information and user reputation information into hybrid MF models to forecast unknown QoS values. They only consider user information as an important factor in forecasting unknown values. Liu et al. [38] proposed two context-aware MEC service QoS forecasting schemes
by combining user-related and service-related contextual factors and various MEC service scheduling scenarios. At the same time, they developed adaptive QoS forecasting strategies to forecast the suitable QoS data format for different MEC service scheduling scenarios. However, these schemes do not consider the impact of user mobility on MEC service QoS forecasting.

White et al. [39] presented a forecasting approach based on noisy ESN. This approach considers that traditional time series forecasting methods have long training time and are not suitable for dynamic environments. It fulfills the need for accurate short-term forecasting in dynamic systems. Nonetheless, they did not consider dynamic and persistent forecasting. Zhang et al. [40] considered the privacy and reliability issues in the MEC environment. They developed a trusted privacy-preserving QoS forecasting model. This model protects the credibility of personal information and predicted results by using federated learning techniques and a reputation mechanism. Nonetheless, this method may be maliciously attacked during federated learning-based data transmission. Our previous work [11] focuses on achieving real-time and accurate forecasting when users’ geographic area changes. We did not consider real-time user movement and the impact of moving speed on forecasting effectiveness.

In MEC, QoS values are highly correlated with service invocation time. Mobility is a unique feature of users in the mobile edge environment, which may pose a major hurdle for timely QoS forecasting. Therefore, it is crucial to achieve swift forecasting. There is currently no swift QoS forecasting approach both considering the user mobility and time factor in mobile edge environments according to our literature survey.

3 PRELIMINARIES

3.1 Mobile Edge Computing

Large-scale resources and extensive services in cloud computing make it possible to generate new computing-intensive applications. However, cloud computing relies heavily on the centralization of computing and data resources. Services provisioned in cloud data centers are usually far away from users. They cannot meet the needs of latency-sensitive applications, such as low latency, location awareness, and mobile support. In this context, researchers introduce the MEC technology to provide services to users by utilizing edge network resources.

The literature [41] defines MEC as “bringing the computing services of the wireless access network close to mobile users, thereby serving delay-sensitive and context-aware applications”. The distinguishing features of MEC are dense geographical distribution of servers, close connection with end users and mobile support. Therefore, higher requirements are put forward for QoS forecasting in the edge environment to ensure the service satisfaction of edge users.

3.2 Mobile Sensing Technology

The concept of mobile sensing technology was first proposed by Professor Burke of University of California in 2006 [42]. He described it as a new network architecture that can improve the trustworthiness, quality, privacy and sharing, and encourage the participation of individuals, societies and cities. In recent years, mobile sensing technology aims to use sensors on smart devices to collect and process data in real time to provide advanced application services, as smartphones and other types of mobile devices have become mainstream computing and communication methods.

In addition, most mobile sensing application scenarios usually involve collection and processing of multiple types of massive data when acquiring user information in a sensing area in real time. Therefore, techniques such as machine learning and data mining are widely used in data analysis, management and feedback. At present, mobility-aware systems are widely used in intelligent transportation, social networking, environmental monitoring and other fields [43].

3.3 Echo State Network

The Echo State Network (ESN) is a new type of neural network. It was proposed by H. Jaeger in 2001 [44]. The core principle of ESN is employing a large-scale random sparse network as an information processing medium. ESN maps the input signal from a low-dimensional input space to a high-dimensional state space. It then utilizes a linear regression method to train the partial connection weights of the network in the high-dimensional state space [45].

ESN comprises an input layer, a hidden layer and an output layer. Its structure is shown in Fig. 2. The unique features of ESN lie in its utilization of randomly sparsely connected neurons within the hidden layer, coupled with the feature that the connection matrix remains unaltered once generated. At the same time, the generation process is independent of the training process, which greatly simplifies the training process [45]. ESN achieves a key breakthrough in the problem that the traditional recurrent neural network training more likely falls into local minimum values with low convergence speed.

4 THE MEC-RDESN APPROACH

The workflow of MEC-RDESN is outlined in Section 4.1. The four steps of MEC-RDESN are introduced in details in Section 4.2, Section 4.3, Section 4.4 and Section 4.5.

4.1 Overview of MEC-RDESN

We propose a swift and mobility-aware QoS forecasting approach (MEC-RDESN) in the mobile edge environment.
MEC-RDESN works towards the goals of mobility-aware, fast and accurate edge QoS forecasting. The system workflow is shown in Fig. 3. It is mainly divided into four steps:

1). **Data collection and processing.** First, time-series QoS data, edge nodes and user movement information are collected from service providers, network infrastructure providers and mobile devices to form a spatio-temporal mobility-aware edge QoS data set. The edge node information includes geographic distribution of edge servers. Since edge servers are commonly deployed in base stations for mobile user access [46], we assume that edge servers and base stations are in one-to-one correspondence. In addition, a user’s mobile device records the user’s moving distance and average speed. We adopt the scenario of Allen in Fig. 1 as an example. First, Allen’s iPhone records his movement information. Next, the network infrastructure provider provides the edge servers accessed by Allen along the way. Finally, we obtain the spatio-temporal mobility-aware edge QoS data set based on the time-series QoS data collected by the service provider, e.g., the time-series QoS data of Allen watching the Twitch game live video along the road.

2). **Model pre-training.** The data previously generated by the user after departure is used to activate the model. We employ ESN to train an initial model for the user to provide optimal hyper-parameters for subsequent predictions. In Allen’s scenario, the QoS data generated in the first few seconds after clicking Twitch is used for model pre-training. The pre-training terminates when the optimal hyper-parameters are obtained.

3). **User-centered edge region recognition.** The user’s whole movement path is overlaid by the signal coverage of multiple edge servers. When the model pre-training is over, we draw the circular edge region with a radius of 500m by taking the user’s current location as the center. 500m is the maximum signal coverage radius of an urban 5G base station [21]. This user-centered edge region contains at least one edge server that stores the user’s historical QoS data and at least one edge server that the user may visit next.

The user is switched to a new edge region whenever the user’s actual moving distance reaches 500m from the center of the current edge region. Fig. 4 shows all user-centered edge regions in Allen’s scenario.

4). **Swift forecasting.** The user employs the pre-trained model in step 2) in Section 4.1 as the initial QoS forecasting model. The input of the ESN is determined by whether the user switches to a new edge region with the real-time tracking of the user-centered edge region. If the answer is no, the current QoS values are used as the input; otherwise, the input is the average QoS values obtained from the previous 500m. We design a dynamic ESN model to perform QoS forecasting. The model stores information about services that the user previously invoked (i.e., previously trained connection weights among the neurons assigned to these services). Once QoS data of new services is generated, the model assigns connection weights between neurons to these new services every 500m based on the real-time QoS data generated by the user. This ensures the accuracy of edge QoS forecasting results. The network training and forecasting actions are terminated as the user stops moving. In Allen’s example, the forecasting is performed by iPhone based on the QoS data of the Twitch game live video instantly generated from its service provider or the average QoS data generated within the last 500m. The QoS data is provided by its service provider in the form of data logs. At the same time, the model parameters are periodically updated every 500m through training with the new data.

### 4.2 Data collection and processing

First, a user’s mobile device records his/her mobile information. The information is recorded as $UM_{inf,o} = \{(D_{t_1}, D_{t_2}, \ldots, D_{t_k}), V_u\}$, where $D_{t_k}$ is the user’s real-time moving distance at time $t_k$ (e.g., 0.5km at 9:01 am) and $V_u$ is the user’s average speed in the last 500m. Then, edge server information is collected from its network infrastructure provider. It is recorded as $EN_{inf,o} = \{(L_{t_1}, L_{t_2}, \ldots, L_{t_k}, S)\}$, where $L_{t_k}$ is the location (i.e., longitude and latitude) of an edge server accessed by the user in real time, and $S$ is the signal coverage radius of base stations (i.e., 300-500m). Next, the user’s time-series QoS data is collected from service providers. It is recorded as $QoS = \{Q_{t_1}, Q_{t_2}, \ldots, Q_{t_k}\}$, where $Q_{t_k}$ is the QoS data generated by the user at time $t_k$. Finally, we aggregate the three data sets into the user’s spatio-temporal mobility-aware edge QoS data set, which is expressed as $[UM\_EN\_QoS]_{inf,o} = \{(D_{t_k}, V_u), (L_{t_k}, S), Q_{t_k}\}$.

Let us make use of the scenario of the taxi passenger Allen to explain this process. During Allen’s journey, his
iPhones records the real-time moving distance, e.g., (10km, 9:10 am), and the average speed in the last 500m of the taxi, e.g., 50km/h. Edge servers S_1, S_2, S_3, S_4 and S_5 respectively log the Twitch game live video quality data, e.g., frame rates and bit rate. These QoS data and accessed edge server information (i.e., longitude and latitude, signal coverage radius, etc.) along the way are recorded by service providers and network infrastructure providers, which are shared with Allen’s iPhone. We fuse these three groups of data to form a spatio-temporal mobility-aware edge QoS data set, e.g., [UM_\text{EN}_QoS]_n_{inf}=[(10km,9:10 am,50km/h),((118.79783,31.92262),500m),((25fps,1800kpbs)]. We then employ a map software \(^1\) to map the user’s movement and locate the accessed edge servers.

### 4.3 Model pre-training

We view the QoS data generated in a user’s departure phase as the initial data, and obtain a pre-trained ESN model based on the initial data. Its main training process is concentrated between the reserve pool and the output unit due to the structural characteristics of the ESN. In addition, the connection weights between neurons in the reserve pool are randomly generated without training. Therefore, the ESN model training process is simple and efficient. For Allen, once he generates the data set in the departure phase, the ESN can quickly complete the pre-training process. The purpose of model pre-training is to provide him with an initial model for forecasting QoS of the Twitch game live video.

The input and output of ESN are both time-series data when it is used for time-series forecasting. At this point, the ESN can be regarded as a nonlinear filter to realize the conversion from input to output. The update process of the ESN is as follows:

\[
\begin{align*}
\tilde{x}(t) &= f(W_{\text{in}} \cdot [1; u(t)] + W x(t-1)) \quad (1) \\
x(t) &= (1 - \alpha)x(t-1) + \alpha \tilde{x}(t) \quad (2)
\end{align*}
\]

where \(f(\cdot)\) is the activation function of the neurons in the reserve pool, and the common activation functions include sigmoid, tanh and relu. \(u(t) \in \mathbb{R}^{N_u}\) is the input, \(x(t) \in \mathbb{R}^{N_x}\) is the state of the reserve pool and \(\tilde{x}(t) \in \mathbb{R}^{N_x}\) is its update. \(\alpha \in (0,1)\) is the leaking rate. At time step \(t\), \(f(\cdot)\) is applied element-wisely. \([\cdot; \cdot]\) stands for a vertical vector (or matrix) concatenation. \(W_{\text{in}} \in \mathbb{R}^{N_x \times (1+N_u)}\) and \(W \in \mathbb{R}^{N_x \times N_x}\) are the input and recurrent weight matrices respectively. They do not need to be trained, which will remain unchanged after the initial generation.

We design an improved ESN that stores information about services invoked by users, without regenerating the weight connections between all neurons in each subsequent round of training and forecasting. In other words, MEC-RDESIN stores \(W_{\text{in}}\) for \(s_{\text{old}}\) (i.e., old services) and \(W\). It only needs to allocate \(W_{\text{in}}\) for \(s_{\text{new}}\) (i.e., new services).

Generally, it is necessary to generate an appropriate reserve pool to ensure the echo state characteristics of the ESN, i.e., the spectral radius \(\rho(W)\) of the connection weight matrix \(W\) of the reserve pool, is less than 1. The calculation process of \(W\) is:

\[
W = \alpha_w \frac{W^r}{\lambda_{\text{max}}}
\]

where \(\alpha_w(0 < \alpha_w < 1)\) is a scaling factor, \(W^r\) is a randomly generated sparse matrix, and \(\lambda_{\text{max}}\) is the largest eigenvalue of the matrix \(W^r\).

A typical supervised ESN training process can be expressed as: 1) the sparse connection weight matrix \(W\) between the processing units of the reserve pool is randomly generated in advance; 2) training data stimulates the processing units of the reserve pool to generate state variables through the randomly generated weight matrix \(W_{\text{in}}\); 3) linear regression is used to minimize the training error to obtain \(W_{\text{out}}\) after collecting the state variables. The linear readout layer is defined as:

\[
y(t) = W_{\text{out}} \cdot [1; u(t); x(t)]
\]

where \(y(t) \in \mathbb{R}^{N_y}\) is the output of the ESN, \(W_{\text{out}} \in \mathbb{R}^{N_y \times (1+N_u+N_x)}\) is the output weight matrix, and \([\cdot; \cdot; \cdot]\) again stands for a vertical vector (or matrix) concatenation.

The ridge regression is one of the methods used in the weight learning process. The calculation formula is expressed as:

\[
W_{\text{out}} = Y_{\text{target}} X^T (X X^T + \lambda_r I)^{-1}
\]

where \(X = [x(1) \ldots x(t)]\) is the pool state, \(Y_{\text{target}} = [y(1) \ldots y(t)]\) is the target value, \(\lambda_r\) (\(\lambda_r > 0\)) is the ridge parameter, and \(I\) is the identity matrix.

For a given input signal \(u(t) \in \mathbb{R}^{N_u}\), the desired target output signal \(y_{\text{target}}(t) \in \mathbb{R}^{N_y}\) is known. Our goal is to learn a model whose output is \(y(t) \in \mathbb{R}^{N_y}\) making the error \(E\) between \(y_{\text{target}}\) and \(y(t)\) as small as possible and can be applied to more data. We use the Root Mean Square Error (RMSE) to measure \(E\):

\[
E(y, y_{\text{target}}) = \frac{1}{N_y} \sum_{i=1}^{N_y} \frac{1}{T} \sum_{t=1}^{T} (y(t) - y_{\text{target}}(t))^2
\]

It is also the mean of the \(i\) dimensional of the output \(N_y\), where \(i\) is the total dimension of \(N_y\), \(T\) is the total number of discrete time points in the training data set.

### 4.4 User-centered edge region recognition

In real scenarios, the signal coverage of a base station where an edge server co-locates can cover a certain circular region. Mobile users within the region can access the edge server. Correspondingly, suppose the whole area where the user is located is fully covered by the signal coverage of edge servers. In that case, all the edge servers that s/he can access are also within a circular area. We name this area as a user-centered edge region. We denote the maximum signal coverage radius (i.e., 500m [21]) of urban base stations as \(SC\). We use \(SC\) as the radius \(R\) to draw a user-centered edge region (i.e., \(R_{u \in ER} = SC\)). We calculate the time \(T_u\) spent by the user when his/her moving distance reaches \(R\) (i.e., \(T_u = R/V_u\), where \(V_u\) is the user’s average speed over \(R\)). Whenever the user’s moving distance reaches \(D = D + R\), a new user-centered edge region is created. The edge region recognition mode provides effective time series historical

\(^1\) https://www.ldmap.net/
4.5 Swift forecasting

The swift QoS forecasting of an edge service deployed by a user can be accomplished by means of a dynamic ESN. The dynamic ESN is based on a pre-trained ESN and the historical QoS data obtained from the edge servers in the user-centered edge region. We judge whether the user has entered a new user-centered edge region according to the user-centered edge region recognition solution depicted in Section 4.4. If not, the forecasting will be made by feeding the ESN with the current QoS value; otherwise, the average QoS value in the latest time interval \( T_u \) will be fed into the ESN. The prediction process is calculated in terms of equation (1)−(4). During the process of user movement, when the user-centered edge region changes, the dynamic ESN is updated based on the latest historical data in the last \( T_u \) (i.e., the QoS data generated in the last 500m moving distance of the previous region) to ensure the forecasting accuracy. Here the dynamic ESN can memorize the services have been invoked. In other words, the model stores the \( W_{in} \) of the invoked services and \( W \). It only needs to generate random connection weights for new services. This improvement can assist saving training and forecasting costs. In Allen’s case, the model stores the weights of Twitch game live video. If he uses new app services such as WhatsApp, the model will assign weights to these new app services.

The dynamic ESN is updated based on the historical QoS data generated in the last time interval whenever a user enters a new edge region during the forecasting process (see Algorithm 1 and equation (5)−(6)). It then produces the QoS forecasting results. The training and forecasting are iterated until the user stops moving or no new QoS data is generated (e.g., Allen reaches his destination or stops watching the video).

5 EVALUATION

We conduct both simulation experiments based on several existing data sets and real world experiments on a university campus to verify the feasibility and effectiveness of our model.

5.1 Research Questions

A set of dedicated experiments are performed to explore the following research questions:

- **RQ1:** How much data can effectively activate the model?
- **RQ2:** What are the optimal hyper-parameters for user mobility-aware model pre-training?
- **RQ3:** What is the performance of the proposed method in comparison to existing forecasting methods?
- **RQ4:** What are the impact of the base station signal coverage radius and movement speed on the time efficiency of edge forecasting?

Algorithm 1 Mobility-aware swift edge QoS Forecasting

**Require:** The moving distance of mobile user \( u \) at time \( t_k \) is \( D_{t_k} \), the average speed of \( u \) is \( V_u \). \( SC \) is the base station maximum signal coverage radius, \( \{Q_{t_1}, Q_{t_2}, \ldots, Q_{t_k}\} \) is the real-time data generated by \( u \) accesses edge servers along the way. \( A \) is the user-centred edge region. \( s \) are services invoked by \( u \), \( s_{old} \) are all services have been invoked by \( u \), and \( s_{new} \) are new services invoking by \( u \).

**Ensure:** Edge QoS forecasting results for \( u \)

1: Record \( D_{t_k}, V_u \) of \( u \);
2: Collect \( Q_{t_k} \);
3: Pre-train the network based on \( \{Q_{t_1}, Q_{t_2}, \ldots\} \);
4: Draw the edge region with \( u \)’s location as the center, and the \( SC \) value as the radius \( R \);
5: Calculate the time interval \( T_u = R/V_u \);
6: for \( D_{t_k}++ \) do
7:    if \( D_{t_k} < D_{T_u−n} + R \ (n = 1, 2, \ldots) \), i.e., \( u \).location \( \in \) Edge region \( A_u \) then
8:        Perform forecasting based on the current moment value \( Q_{t_k} \) to obtain the forecasting result \( q’ \);
9:        \( q' \rightarrow B \);
10:   else
11:        \( T_u−n +, A_u + + ; \)
12:        if \( s \cap s_{old} \neq \emptyset \) then
13:            Assign new connection weights to \( s_{new} \) and use all current connection weights;
14:    else
15:        Use stored connection weights;
16:    end if
17:    Continuously train the network based on the latest time interval value \( Q_{T_u−n} \);
18:    Take the mean value of the latest time interval \( Q_{T_u−n} \) as the network input for forecasting to obtain the result \( q’ \);
19:    \( q' \rightarrow B \);
20: end if
21: return \( B \);
22: end for

5.2 Simulation Experiment

5.2.1 Data Set Description

Our simulation experiments base on two data sets – a GPS trajectory data set and a time series QoS data set. These data sets can be downloaded from the data sources used in [47], [48]. The first data set is provided by Geolife project. It contains 17,621 trajectories with a total distance of 1,292,951 kilometers and a total duration of 50,176 hours. The data set is in the form of a sequence of time-stamped points, each of which contains the information of latitude, longitude and altitude. We use the longitude and latitude information to describe user movement paths. The second data set describes real-world QoS evaluation results of 142 users (IDs: 0-141) on 4,500 Web services over 64 consecutive time slices (with a 15-minute interval between each two slices). The QoS attributes mainly include Response Time (RT) and Throughput (TP). In addition, we employ a base station

distribution service \(^4\) to obtain the geographical locations of base stations.

### 5.2.2 Experimental Data Preprocessing

In the trajectory data set, there are some users who labeled their trajectories with transportation mode. We choose four trajectories, each of which is with a distinct mode (namely bike, taxi, subway and train). Then, we locate the base stations around the four paths by referencing the base station distribution data. We label them with IDs from 0 to 141. Next, we use the IDs to identify the corresponding QoS data set. Thereby, we can obtain the spatio-temporal mobility-aware edge QoS data set of each path. Finally, we set the radius of the user-centered edge regions to \(R (R=500\text{m})\). Fig. 5 shows the distribution of the four paths and their surrounding edge servers.

![Fig. 5: Paths with different transportation modes and edge server coverage](image)

We determine the time interval \(T_u\) of each user according to their average speed. In this experiment, we set the average speed of four transportation modes as: \(\bar{V}_{\text{bike}} = 20\text{km/h}, \bar{V}_{\text{taxi}} = 50\text{km/h}, \bar{V}_{\text{subway}} = 100\text{km/h}, \bar{V}_{\text{train}} = 200\text{km/h}\). Therefore, the corresponding time intervals are: \(T_{\text{bike}} = R/20, T_{\text{taxi}} = R/50, T_{\text{subway}} = R/100, T_{\text{train}} = R/200\). Since \(T_{\text{train}}\) is the smallest time interval, we fuse \(T_{\text{train}}\) with one time slice \((T)\) of the QoS data set depicted in Section 5.2.1. Therefore, we obtain the number of time slices contained in each time interval of the four paths (i.e., \(T_{\text{bike}} = 10T, T_{\text{taxi}} = 4T, T_{\text{subway}} = 2T, T_{\text{train}} = T\)). We conduct experiments based on the RT data set.

#### 5.2.3 Experimental Procedure

It is expected that the experiments can prove that the proposed mobility-aware swift edge QoS forecasting approach can achieve accurate and swift forecasting.

To address RQ1, the ESN is activated to generate the first \(W_{\text{out}}\). Since theoretically the data of the first two time slices can activate the model (i.e., obtaining the \(W_{\text{out}}\)), we calculate the RMSE of different time slices (i.e., \(3T-6T\), where the last time slice of each is the forecasting result).

To address RQ2, we adjust the hyper-parameters of the ESN through pre-training and try to find the optimal values for subsequent user mobility-aware model training.

To address RQ3, we compare MEC-RDES with several mainstream time series methods, including a baseline method, a time series model, two classical neural networks, a vanilla ESN model, and a vanilla ESN model with region recognition. The six comparative approaches are as follows:

1. **Average**: A simple time series forecasting model that uses the average of a time series as the forecasting value for the next period without training.
2. **SARIMA**: An extension of AutoRegressive Integrated Moving Average (ARIMA), which is used to model periodic time series data and predict future values [49].
3. **RNN**: A recurrent neural network that takes sequence data as input for forecasting, where all nodes are connected in a chain [50].
4. **LSTM**: An RNN that is able to learn long-term dependence within time-series data. It contains three control gates and a cell structure to make the network have memory capabilities [51].
5. **ESN**: A forecasting model based on the original echo-state network [44].
6. **RESN**: A forecasting model based on region recognition and ESN that does not store connection weights for invoked services during movement.

To address RQ4, we calculate the lead time of edge forecasting at different signal values and speeds.

#### 5.2.4 Experimental Results

**1. The amount of data to activate the model**

Theoretically the data of two time slices can activate the model to obtain the \(W_{\text{out}}\) value for forecasting. Table 1 shows the forecasting errors under different time slices. The time slice with the lowest error is used to activate the model.

<table>
<thead>
<tr>
<th>Path/T</th>
<th>RMSE of different time slices</th>
</tr>
</thead>
<tbody>
<tr>
<td>bike</td>
<td>0.8025 0.7153 1.0499 1.0296</td>
</tr>
<tr>
<td>taxi</td>
<td>1.0534 0.9723 0.85 1.1605</td>
</tr>
<tr>
<td>subway</td>
<td>2.4601 1.5333 1.5768 1.6826</td>
</tr>
<tr>
<td>train</td>
<td>0.6114 1.3205 2.0614 0.7908</td>
</tr>
</tbody>
</table>

**2. The optimal hyper-parameters for model pre-training**

For each user, the training of the initial model utilizes data generated specifically by that user after their departure. The pre-training terminates when optimal hyper-parameters are obtained. Hence, users have distinct initial models. By observing experimental results, we identify a relatively uniform hyper-parameter (i.e., the activation function \(\tanh\)). This decision is depicted as follows:

**Leaking Rate**. The leaking rate \(\alpha\) of the reserve pool in equation (2) can be regarded as the rate of dynamic update of the reservoir. For time-varying data, \(\alpha\) is an important parameter that determines the duration of short-term memory in ESN [52]. Fig. 6 shows the forecasting error values of the four different paths depicted in Section 5.2.2 at different leaking rates. It can be seen that all the forecasting errors show a U-shaped curve with the increase of the leaking rate. We take the leaking rate value of each path when the error is the lowest, e.g., 0.5 in the bike path.

**Reservoir Size**. Another important parameter in equation (2) is the size of the reserve pool \(N_x\), which refers to the number of neurons contained in the reserve pool. The choice of the size of the reserve pool is related to the complexity of

---

the model and the number of training samples. In general, the larger the value of $N$, the stronger the description ability of the network and the higher the forecasting accuracy. However, if $N$ is too large, overfitting will easily occur. Fig. 7 shows the changes in the forecasting error values of the four different paths with the reservoir size increased from 50 to 500 in the step of 50. It can be seen from Fig. 7(a) and Fig. 7(c) that the forecasting error is decreasing with the increase of the reservoir size. Thus, we take 500 as the reservoir size of the bike and subway. For taxi and train, overfitting occurred. Therefore, we take 350 and 100 respectively as the parameter of the model in their cases.

**Activation Function.** Table 2 shows the error values of the four paths under different activation functions. It can be seen that $tanh$ achieves the best forecasting performance in the taxi and subway paths, with little difference in the bike and train paths. We choose $tanh$ as the uniform model activation function based on the above analysis. The average time for model pre-training is 1.59s, indicating that a user only needs less than 2s after departure to obtain a pre-trained model.

**TABLE 2: RMSE of Activation Functions**

<table>
<thead>
<tr>
<th>Function/Path</th>
<th>bike</th>
<th>taxi</th>
<th>subway</th>
<th>train</th>
</tr>
</thead>
<tbody>
<tr>
<td>sigmoid</td>
<td>0.8738</td>
<td>1.3093</td>
<td>1.1777</td>
<td>1.867</td>
</tr>
<tr>
<td>tanh</td>
<td>0.8669</td>
<td>1.3063</td>
<td>1.1505</td>
<td>1.8671</td>
</tr>
<tr>
<td>relu</td>
<td>0.8628</td>
<td>1.3098</td>
<td>1.1565</td>
<td>1.9931</td>
</tr>
</tbody>
</table>

(3) **MEC-RDESN Performance**

The user performs a prediction based on the pre-trained model. Whenever s/he enters a new edge region, model training is performed based on the historical data in the latest time interval to improve the real-time performance. The training frequency exhibits periodic characteristics as the user moves. We perform periodic training and predict the QoS value in the next time interval based on the number of time slices in the time interval of each path introduced in Section 5.2.2. The forecasting performance in the movement process is measured in terms of training time, forecasting time and forecasting accuracy.

**Training Time.** Fig. 8 shows the training time of the four paths in each edge region during the movement process. The Average method does not require training. Since the number of services invoked by a user changes dynamically, the training time fluctuates with the number of services. Among all the models, the training time of SARIMA has the least fluctuations. The training time of RNN and LSTM fluctuates greatly, especially LSTM. In contrast, the training time of the ESN series of methods is very short, where the longest training time is about 1s. The training time of MEC-RDESN is the shortest in the ESN series, because it further saves the time to generate connection weights.

Table 3 shows the total training time of the six methods on each path. It can be seen that our proposed MEC-RDESN method has the lowest total training time. Therefore, it greatly reduces the training cost.

**TABLE 3: Total training time of four paths/(s)**

<table>
<thead>
<tr>
<th>Method</th>
<th>bike</th>
<th>taxi</th>
<th>subway</th>
<th>train</th>
</tr>
</thead>
<tbody>
<tr>
<td>SARIMA</td>
<td>1.493</td>
<td>6.622</td>
<td>17.986</td>
<td>39.95</td>
</tr>
<tr>
<td>RNN</td>
<td>7.094</td>
<td>8.187</td>
<td>38.618</td>
<td>70.448</td>
</tr>
<tr>
<td>LSTM</td>
<td>30.433</td>
<td>39.172</td>
<td>393.608</td>
<td>645.1</td>
</tr>
<tr>
<td>ESN</td>
<td>1.287</td>
<td>1.669</td>
<td>14.971</td>
<td>16.478</td>
</tr>
<tr>
<td>RESN</td>
<td>1.285</td>
<td>1.768</td>
<td>14.508</td>
<td>14.646</td>
</tr>
<tr>
<td>MEC-RDESN</td>
<td>1.039</td>
<td>1.084</td>
<td>12.055</td>
<td>13.724</td>
</tr>
</tbody>
</table>

**Forecasting Time.** The forecasting time is very short compared to the training time. Table 4 shows the average forecasting time of each method on the RT data set. It
Fig. 8: Training Time of the four paths: (a) bike, (b) taxi, (c) subway, (d) train.

can be seen that the Average has the shortest forecasting time because it only requires some simple calculations. The forecasting time of MEC-RDESN is about 0.005s, which completely meets the requirement of swift forecasting.

<table>
<thead>
<tr>
<th>Table 4: Average forecasting time/(ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SARIMA</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>0.15</td>
</tr>
</tbody>
</table>

**Forecasting Accuracy.** An updated forecasting is performed each time when a user enters a new edge region. Table 5 and Table 6, Fig. 9(a) and Fig. 9(b) show the forecasting errors of the four transportation modes in each edge region. The most accurate forecasting results in Table 5 and Table 6 are marked in bold, and the lowest point of each region in Fig. 9(a) and Fig. 9(b) represents the most accurate forecasting.

<table>
<thead>
<tr>
<th>Table 5: RMSE of bike path</th>
</tr>
</thead>
<tbody>
<tr>
<td>ER_ID</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>a-1</td>
</tr>
<tr>
<td>a-2</td>
</tr>
<tr>
<td>a-3</td>
</tr>
<tr>
<td>a-4</td>
</tr>
<tr>
<td>a-5</td>
</tr>
<tr>
<td>a-6</td>
</tr>
</tbody>
</table>

Further analysis of the experimental results shows that MEC-RDESN achieves the most accurate forecasting results on 80% of the RT data set. The RNN-related approaches perform well in only a few edge regions (e.g., edge regions 3 and 10 in Table 6), because the training data in these regions has faster convergence rates. It can be seen that

5. Note: Since the paths of subway and train modes contain too many time intervals, their results are shown in figures instead of tables.

obtaining valid regional historical data based on edge region recognition plays an important role in improving forecasting accuracy, by comparing the results between RESN and ESN. Since MEC-RDESN has a more stable weight connection than RESN, it has better forecasting performance.

In addition, we employ Harvey, Leybourne and Newbold (HLN) to determine whether the difference between the improvement achieved by MEC-RDESN is significant [53]. The null hypothesis $H_0$ indicates that the two time series forecasting models have the same forecasting accuracy. The alternative hypothesis $H_1$ indicates that the models have different forecasting accuracy. We mark “significant at the 0.05 level” ($P < 0.05$) as ▲, and “significant at the 0.01 level” ($P < 0.01$) as ★. The HLN results of all the baseline methods compared to MEC-RDESN are shown in Table 7. It shows that there is a significant difference between the forecasts made by the baselines and our method.

<table>
<thead>
<tr>
<th>Table 7: HLN results compared to MEC-RDESN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data set</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>RT</td>
</tr>
</tbody>
</table>

(4) **Lead time of edge forecasting**

Lead time refers to the amount of time that a user can utilize the predicted QoS in the current time interval. It is an important indicator in swift moving scenes, as it measures the effective time length of the forecasting. Its formula is as follows:

$$t_L = (R - (T + F) \times \bar{V}_u)/\bar{V}_u$$ (7)
where $R$ is the distance to be reached in the current time interval, $t_F$ is the service forecasting time, and $\bar{V}_u$ is the user’s average moving speed. An explanation of the calculation process is shown in Fig. 10.

We explore the forecasting lead time of the seven methods at different base station signal coverage radii and speeds. Here we employ three radii values, i.e., 300m, 400m, and 500m, according to [21]. Fig. 11 shows the lead time of the four transportation modes under different signal coverage radii. Among them, RESN and MEC-RDESN belong to the ESN series of methods, and their results are close. In the view of single subfigures, when the $R$ value decreases under the same transportation mode, the lead time of forecasting also decreases. Our method is second only to the trainingless Average method. In addition, it can be seen from Fig. 11(a)-11(d) that the faster the speed under the same $R$ value, the shorter the lead time of forecasting. Negative numbers appear in Fig. 11(c) and Fig. 11(d), i.e., the results of the LSTM method, indicating the incompetence of the method to predict in time. In contrast, MEC-RDESN can achieve at least 10s and 5s lead time, with a significant gap ahead of SARIMA and RNN. Thus, MEC-RDESN is suitable for different transportation modes, the advantages of which is more obvious in swift moving scenes.

In summary, the simulation experimental results preliminarily approve that our proposed MEC-RDESN forecasting approach can achieve the purpose of swift forecasting while ensuring the accuracy.

5.3 Real-world Experiment

5.3.1 Scene and Data set Description

We conduct experiments on two modes on the university campus. The two students invoked a total of 273 different services. The coverage radius of the micro edge server in the campus is 150m. The user moving scenario is shown in Fig. 12. We record the students’ real-time locations, service invocation time, locations of accessed edge servers, network conditions, service transmission bytes, and response time. The data set (i.e., hhu rt) can be accessed from 6.

5.3.2 Experimental Process and Results

We use two time slices of data generated by students after departure to activate the model. We pre-train the model, followed by real-time region recognition and swift forecasting. The experimental results are discussed as follows.

(1) The optimal hyper-parameters for model pre-training

Fig. 13 and Fig. 14 show the error values of the two modes with various leaking rates and reserve sizes. We select the hyper-parameters corresponding to the lowest error values. As a result, $(0.6, 40)$ is used as the optimal hyper-parameter for walk, and $(0.5, 90)$ is used for run.

In summary, the simulation experimental results preliminarily approve that our proposed MEC-RDESN forecasting approach can achieve the purpose of swift forecasting while ensuring the accuracy.

5.3 Real-world Experiment

5.3.1 Scene and Data set Description

We conduct experiments on two modes on the university campus. The two students invoked a total of 273 different services. The coverage radius of the micro edge server in the campus is 150m. The user moving scenario is shown in Fig. 12. We record the students’ real-time locations, service invocation time, locations of accessed edge servers, network conditions, service transmission bytes, and response time. The data set (i.e., hhu rt) can be accessed from 6.

5.3.2 Experimental Process and Results

We use two time slices of data generated by students after departure to activate the model. We pre-train the model, followed by real-time region recognition and swift forecasting. The experimental results are discussed as follows.

(1) The optimal hyper-parameters for model pre-training

Fig. 13 and Fig. 14 show the error values of the two modes with various leaking rates and reserve sizes. We select the hyper-parameters corresponding to the lowest error values. As a result, $(0.6, 40)$ is used as the optimal hyper-parameter for walk, and $(0.5, 90)$ is used for run.

In summary, the simulation experimental results preliminarily approve that our proposed MEC-RDESN forecasting approach can achieve the purpose of swift forecasting while ensuring the accuracy.

(2) Performance

Table 9 shows the total training time and average forecasting time of the two modes based on our collected response time (i.e., hht rt) dataset. It can be seen that the total training time of MEC-RDESN is the shortest, and its forecasting time is extremely low. Table 10 shows the forecasting errors for the two models, where our method shows higher forecasting accuracy. Table 11 shows the results of the HLN test. It shows that MEC-RDESN is significant compared to the other methods. In addition, as students’ movement time and distance increase, more forecasting error values will be generated, which will further improve the HLN test performance.

TABLE 8: RMSE of Activation Functions on walk and run

<table>
<thead>
<tr>
<th>Paths/Fuctions</th>
<th>sigmoid</th>
<th>tanh</th>
<th>relu</th>
</tr>
</thead>
<tbody>
<tr>
<td>walk</td>
<td>1.6595</td>
<td>1.5685</td>
<td>1.5924</td>
</tr>
<tr>
<td>run</td>
<td>2.4316</td>
<td>2.3783</td>
<td>2.3822</td>
</tr>
</tbody>
</table>

(3) Lead time of edge forecasting

We apply MEC-RDESN to the trajectories of the walk and run modes. The forecasting lead time calculated based on equation (7) is shown in Fig. 15. It can be seen that MEC-RDESN achieves sufficient lead time in the both modes, which is equal to the Average method.

In summary, the real-world experiment can preliminarily validate the usability and effectiveness of our proposed MEC-RDESN approach in the real environment. In future, we will deploy our approach on terminals (e.g., mobile phones, car tablets, etc.) for evaluation in large-scale real-world scenarios characterized by densely distributed edge nodes, high numbers of users and significant mobility.

6 CONCLUSIONS AND FUTURE WORK

Existing QoS forecasting approaches cannot meet the demand of the MEC environment on user-mobility-aware, swift and accurate QoS forecasting. We propose a novel edge QoS forecasting approach named MEC-RDESN, with user-mobility-awareness and high forecasting efficiency and accuracy. MEC-RDESN is based on a dynamic echo state network. In addition, we introduce the techniques of user-centered edge region recognition and model pre-training to achieve the goals of user-mobility-aware, swift and accurate QoS forecasting. In the future, we will focus on the following issues. First, the current user-centered edge region recognition bases on a uniform signal coverage radius. In reality, it needs to adapt to the different signal coverage radii of the surrounding base stations to achieve more accurate regional recognition. Second, we will further investigate the impact of client device resources on forecasting accuracy to optimize the proposed approach.
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