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Abstract—In this paper, a divide-and-conquer approach is
proposed to solve the large-scale capacitated arc routing problem
(LSCARP) more effectively. Instead of considering the problem
as a whole, the proposed approach adopts the cooperative coevo-
lution (CC) framework to decompose it into smaller ones and
solve them separately. An effective decomposition scheme called
the route distance grouping (RDG) is developed to decompose
the problem. Its merit is twofold. First, it employs the route
information of the best-so-far solution, so that the quality of
the decomposition is upper bounded by that of the best-so-
far solution. Thus, it can keep improving the decomposition by
updating the best-so-far solution during the search. Second, it
defines a distance between routes, based on which the potentially
better decompositions can be identified. Therefore, RDG is able
to obtain promising decompositions and focus the search on the
promising regions of the vast solution space. Experimental studies
verified the efficacy of RDG on the instances with a large number
of tasks and tight capacity constraints, where it managed to
obtain significantly better results than its counterpart without
decomposition in a much shorter time. Furthermore, the best-
known solutions of the EGL-G LSCARP instances are much
improved.

Index Terms—Capacitated arc routing problem, cooperative
coevolution, memetic algorithm, route distance grouping, scala-
bility.

I. Introduction

THE CAPACITATED arc routing problem (CARP) [1]
is a well known combinatorial optimization problem,

which has a lot of applications in the logistics area, such as
winter gritting [2]– [5], waste collection [6]– [8], and snow
removal [9], [10]. The problem requires designing an optimal
schedule to finish the service of a set of edges and arcs (i.e.,
directed edges) in a given network map subject to predefined
constraints so that the total cost is minimized.
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In real-world situations, the problem size of CARP is
usually very large. For example, for the urban waste collection
problem, there may be hundreds or even thousands of streets
in the city for which waste is to be collected. Therefore, it is
important to study how to solve large-scale CARP (LSCARP).
Here, LSCARP is a CARP with more than 300 edges (i.e., the
required edges) to be served. The size of 300 is chosen because
previous studies have shown that it is large enough to pose a
scalability challenge [11]– [14], where the tested algorithms
either failed to obtain competitive results [11], [12], [14] or
required too much computational time [13].

LSCARP was first considered in [11], where an LSCARP
test set named the EGL-G set was generated to evaluate the
performance of algorithms. In contrast with the commonly-
used benchmark sets (the gdb, [15], val, [16], egl, [17]–[19]
and Beullens’ test sets [20]), in which the number of required
edges ranges from 11 to 190, all the instances in the EGL-G
set have more than 300 required edges. Nevertheless, most of
the algorithms for CARP that showed competitive performance
on the small and medium-sized test sets [21]–[26] were not
examined on the EGL-G test set. Clearly, LSCARP has been
overlooked so far, with only a few exceptions [11]–[14].

Solving LSCARP is much more challenging than solving
ones of small and medium size. This is because the solution
space increases exponentially as the problem size increases.
Given n required edges and m vehicles, the size of the solution
space is O(2n(n+m)!/m!). It becomes much more difficult for
the algorithm to locate the promising regions in such a vast
solution space. Hence, all the previously tested algorithms that
neglected the issue of scalability showed poor performance on
the EGL-G set.

In order to search more efficiently in the large solution
space, one can use the divide-and-conquer strategy to de-
compose the original large problem into a number of smaller
subcomponents, and then solve each subcomponent separately.
In this way, the solution space can be much reduced, and
the search can focus only on the regions defined by the
subcomponents. When decomposing the problem, the key
issue is to ensure that the solution spaces of the subcomponents
are promising regions, and thus, solving the subcomponents
separately can lead to a good result of the overall problem.
Nevertheless, in practice, the information known a priori
is often not enough to obtain the ideal decomposition. For
LSCARP, it is difficult to develop a good decomposition
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beforehand, since the problem is very complex and the quality
of the decomposition depends not only on the mutual distance
between the vertices, but also on the satisfaction of the
capacity constraint.

In this case, one alternative is to dynamically change the
ingredients of the subcomponents during the search process so
that the quality of the decomposition can be improved continu-
ously as more information about the solution space is gathered.
Here, we use the cooperative coevolution (CC) framework to
achieve this, as it has been successfully applied to solving
large-scale function optimization problems [27]–[30]. The
CC framework divides the whole evolutionary optimization
process into several cycles. In each cycle, the elements of the
subcomponents are reassigned by some decomposition scheme
(e.g., random grouping [27] and delta grouping [28]).

The performance of the CC framework largely depends on
the decomposition scheme. Thus, it is important to identify the
promising decompositions. However, this is not a trivial task
for LSCARP due to two difficulties. First, the large problem
size leads to an enormous number of possible decompositions,
and the proportion of promising decompositions within all the
possible decompositions is very low. Second, after the de-
composition, each subcomponent is still NP-hard, and cannot
be solved exactly. Therefore, the decompositions cannot be
accurately evaluated. To the best of our knowledge, the above
issues for decomposing LSCARP have not been considered
before, and this paper is the first attempt to address them.

In contrast to LSCARP, there has been quite a lot of work
focused on solving large-scale vehicle routing problem (VRP)
with decomposition strategies. Taillard et al. [31] introduced
a route-clustering scheme based on the gravity of the routes
and combined it with tabu search and variable neighborhood
search. Bent and Van Hentenryck [32] developed a decoupling
strategy of the routes for large-scale VRP with time windows
(VRPTW) by considering the customer region as a circle
and dividing it into wedges based on the coordinates of
the customers. Mester et al. [33] proposed a route-clustering
method that divides the entire area into smaller rectangles.
Qi et al. [34] designed a clustering strategy of the customers
for large-scale VRPTW that uses the k-medoid approach to
combine the customers that are close to each other in terms
of both Euclidean distance and time window. Note that one
can transform LSCARP to the corresponding VRP by problem
reformulation and adopt the existing decomposition strategies.
However, this will lead to a much larger problem size. The best
reformulations [35], [36] double the problem size. However,
further changes are needed on the algorithms for VRP when
applying them to solve these formulations. The best-so-far
reformulation without modifying the algorithms [37] still
triples the problem size. Additionally, in LSCARP, the distance
between two vertices is not necessarily proportional to the
Euclidean distance between their coordinates, but the shortest
traversing distance obtained by Dijkstra’s algorithm [38]. For
example, two geographically close vertices may be discon-
nected in the graph, and have a much larger traversing distance
than the Euclidean distance between them. For this reason, the
geographic-based decomposition strategies for VRPs may not
perform well for LSCARP. Therefore, in this paper, we will

focus on developing decomposition strategies for LSCARP
directly based on the distances between the vertices rather
than the geographic information.

In this paper, an effective decomposition scheme named the
route distance grouping (RDG) is proposed for LSCARP. RDG
has two main merits. First, it uses the route information of
the best-so-far solution. That is, in each cycle, it decomposes
the problem by dividing the routes of the best-so-far solution
into multiple groups. In this way, the quality of the obtained
decomposition is upper bounded by that of the best-so-far
solution, and can be continuously improved as the best-so-
far solution is updated during the search. Second, it defines
a distance between two routes, and divides the routes based
on such distance so that the routes that are closer to each
other are more likely to be placed in the same subcomponent.
Therefore, RDG can identify the promising decompositions
without using the geographic information. Then, to solve the
subcomponents effectively, the proposed CC framework is
combined with the memetic algorithm with extended neigh-
borhood search (MAENS) [23], which has been demonstrated
to be competitive in solving small and medium-sized CARPs.
The resultant algorithm, which is named RDG-MAENS, is
evaluated on a number of test sets with various parameter
settings. The experimental studies verified the efficacy of
RDG for solving the large and difficult EGL-G instances, on
which RDG-MAENS managed to obtain significantly better
solutions in a much shorter time than its counterpart without
decomposition (MAENS).

The rest of the paper is organized as follows. First, CARP
is introduced in Section II. Note that LSCARP is essentially
CARP with large problem size (i.e., more than 300 required
edges). After that, the CC framework for LSCARP is described
in Section III. Then, in Section IV, the difficulties in develop-
ing a decomposition scheme for LSCARP are addressed and
RDG is developed. Afterward, the experimental studies are
carried out in Section V. Finally, the conclusion and future
work are provided in Section VI.

II. Capacitated Arc Routing Problem

In CARP, a graph G(V, E, A) is given, where V , E, and
A are the set of vertices, edges, and arcs of the graph. For
both E and A, there are subsets ZE ⊆ E and ZA ⊆ A, which
are also called tasks, that need to be served. For the tasks in
ZE, service from either direction is acceptable, while for the
tasks in ZA, only the same direction as the arc is allowed.
The services are done by a number of vehicles located at a
depot vertex v0 ∈ V . Let the set of all the tasks be denoted as
Z = ZE ∪ ZA. Each task z ∈ Z has a positive demand d(z) >

0 and a positive serving cost sc(z) > 0. Besides, traversing
from any vertex vi to a different vertex vj induces a positive
deadheading cost dc(vi, vj) > 0. If vi and vj are disconnected,
then dc(vi, vj) = ∞. Each vehicle has a limited capacity Q of
the demand, which is smaller than the total demand of all
the tasks. Hence, multiple vehicles are needed. CARP aims at
designing a routing plan to finish the service of the task set Z

with the minimal total cost (deadheading plus serving costs)
subject to the following constraints.
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1) Each vehicle must start and end at the depot.
2) Each task is served exactly once.
3) The total demand of the tasks served by each vehicle

cannot exceed its capacity Q.

The mathematical formulation of CARP has been inten-
sively investigated. Baldacci and Maniezzo [35] formulated
the undirected CARP with n tasks as a VRP with 2n + 1
customers. Belenguer and Benavent [39] proposed a math-
ematical formulation of CARP based on the cut constraints,
and designed a cutting plane method to solve it. Bartolini et al.
[40] and Martinelli et al. [14] developed relaxed mathematical
CARP models and obtained the best-so-far lower bounds for
the benchmark instances with exact methods. For the sake of
brevity, the details of the mathematical CARP models are not
described here, since they can be found in [39], [40] and [14].

III. Cooperative Coevolution for LSCARP

The concept of CC was first proposed by Potter and De Jong
[41] to solve a problem by dividing the decision variables
into smaller subcomponents and evolving them separately.
In their framework (CCGA-1), the original n-dimensional
decision vector is predecomposed into n one-dimensional
subcomponents before the optimization process. Then, in each
generation, the subcomponents are evolved in turn. Subsequent
to CCGA-1, there are a number of works on the static
decomposition (e.g., the 1-D [42], split-in-half [43] strategies
and the more general one dividing into k s-dimensional
subcomponents where k × s = n [44]). However, they did not
consider the interdependency between the variables and fixed
the subcomponents throughout the search process. Yang et al.
[27] considered the interaction between variables and proposed
a new CC framework, which divides the whole optimization
process into a number of cycles. In each cycle, the variables
are randomly reassigned into the subcomponents to increase
the probability of placing the interacting variables in the same
subcomponent. It is obvious that the variables of LSCARP
interact with each other, and thus, Yang et al.’s CC framework
is quite suitable for solving LSCARP. It can be described as
follows.

Step 1 Set i = 1 to start a new cycle.
Step 2 Split the original n-dimensional decision vector x =

(x1, . . . , xn) into g non-overlapping l-dimensional
subcomponents x1, . . . , xg (g · l = n) randomly. Here,
randomly means that each variable xi (i = 1, . . . , n)
has the same chance to be assigned into any of the
subcomponents.

Step 3 Evolve the subcomponent xi by an EA for a prede-
fined number of iterations.

Step 4 If i < g, then set i = i + 1 and go to Step 3.
Step 5 If the stopping criteria are met, then stop. Otherwise

go to Step 1 for the next cycle.

The random assignment of the variables in Step 2 is called the
random grouping scheme.

When adopting the above CC framework in LSCARP, the
decision variables are the tasks z ∈ Z. However, unlike
function optimization, which is to determine the optimal value

Algorithm 1 CC framework for LSCARP

1: procedure CC(LSCARP, g)
2: Initialize population p(Z);
3: s̄(Z) = arg mins(Z)∈p(Z)

(
tc(s(Z))

)
;

4: t ← 1
5: repeat
6: (Z1, . . . , Zg) = Decompose(Z);
7: for i = 1 → g do
8: p(Zi) = Pop2Subpop

(
p(Z), Zi

)
;

9: s̄(Zi) = arg mins(Zi)∈p(Zi)
(
tc(s(Zi))

)
;

10: (s̄(Zi), p(Zi)) = Evolve
(
s̄(Zi), p(Zi)

)
;

11: end for
12: p(Z) = Subpop2Pop

(
p(Z1), . . . , p(Zg)

)
;

13: s̄(t)(Z) = {s̄(Z1), . . . , s̄(Zg)};
14: if tc

(
s̄(t)(Z)

)
< tc

(
s̄(Z)

)
then

15: s̄(Z) = s̄(t)(Z);
16: end if
17: t ← t + 1;
18: until t reaches to a predefined upper bound
19: return s̄(Z);
20: end procedure

for each decision variable of the vector x, LSCARP is to
cluster all the tasks into different routes, and sort the tasks
within each route, both in an optimal way, so that the total
cost (denoted as tc) of the routes is minimized.

To decompose a LSCARP, the task set Z is essentially
decomposed into nonoverlapping subsets Z1, . . . , Zg. Then,
at Step 3 of the above CC framework, evolving the subcom-
ponent Zi is defined as finding a solution s(Zi) that serves all
the tasks in Zi with least total cost tc (s(Zi)) so that

1) each route of s(Zi) starts and ends at the depot;
2) each task in Zi is served exactly once, while all the tasks

in Z \ Zi are not served;
3) the total demand of each route of s(Zi) cannot exceed

Q.

It is obvious that given the feasible solutions s(Z1), . . . , s(Zg)
for the subcomponents, concatenating their routes ∪g

i=1s(Zi)
will lead to a feasible solution for the overall problem.

The pseudo code of the CC for LSCARP is given in
Algorithm 1. It maintains the population p(Z) and the best
feasible solution s̄(Z) of the overall problem throughout the
search process, and finally outputs s̄(Z). In each cycle, Z

is first decomposed into (Z1, . . . , Zg) by Decompose(). Af-
terward, for each Zi, a subpopulation p(Zi) is generated by
Pop2Subpop(). Then, p(Zi) is evolved by Evolve() and the
corresponding best feasible solution s̄(Zi) is updated. Finally,
p(Z) is updated from p(Z1), . . . , p(Zg) by Subpop2Pop().
Besides, the best feasible solution s̄(t)(Z) found in this cycle is
obtained by concatenating s̄(Z1), . . . , s̄(Zg) (the same as the
context vector [30], [44]), and replaces s̄(Z) if it is better.

Decompose() is the most important and difficult part of
the CC, and thus, will be described separately in Section IV.
In contrast, Pop2Subpop() and Subpop2Pop() are rather
straightforward. Given p(Z) and Zi, to obtain the jth indi-
vidual pj(Zi) from pj(Z), Pop2Subpop() scans each route
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of pj(Z), and removes all the tasks in Z \ Zi. Conversely,
given p(Z1), . . . , p(Zg), Subpop2Pop() simply update each
individual pj(Z) by concatenating all the pj(Zi)’s routes.

IV. Route Distance Grouping

The objective of Decompose() is to obtain the optimal
decomposition (Z∗

1, . . . , Z
∗
g) of Z, so that the union of the

optimal solutions s∗(Z∗
1), . . . , s∗(Z∗

g) of the subcomponents is
equivalent to the optimal solution s∗(Z) of the overall problem,
i.e., tc

(∪g
i=1s∗(Z∗

i )
)

= tc (s∗(Z)). In other words, the objective
is to minimize tc

(∪g
i=1s∗(Zi)

)
.

It is obvious that an optimal decomposition can be obtained
by dividing the routes of the optimal solution s∗(Z) into sub-
sets of routes. However, in practice, the route information of
s∗(Z) cannot be known in advance. Therefore, we approximate
the route information of s∗(Z) with that of the best-so-far
solution s̄(Z). That is, the tasks in the same route of s̄(Z)
are considered more likely to be in the same route of s∗(Z).
This idea is similar to grouping solutions with respect to
route instead of customer; the latter as in VRP [31]– [33].
Here, we give the theoretical analysis to show that as long
as the subcomponents (Z1, . . . , Zg) are obtained by dividing
the routes of the best-so-far solution s̄(Z), one can guarantee
that the quality of the decomposition must improve along
with the improvement of s̄(Z) in terms of upper bound of
tc

(∪g
i=1s∗(Zi)

)
. The analysis is as follows.

First, we define s̄(Zi) as the subset of routes of s̄ placed in
subcomponent Zi. Then, it is obvious that

tc
(∪g

i=1s̄(Zi)
)

= tc (s̄(Z)) . (1)

On the other hand, since the total cost of a set of routes is the
sum of the total costs of each route in the set, we have

tc
(∪g

i=1s∗(Zi)
)

=
g∑

i=1

tc
(
s∗(Zi)

)
(2)

tc
(∪g

i=1s̄(Zi)
)

=
g∑

i=1

tc (s̄(Zi)) . (3)

Therefore, we have

tc
(∪g

i=1s∗(Zi)
)

=
g∑

i=1

tc
(
s∗(Zi)

)

≤
g∑

i=1

tc (s̄(Zi)) = tc
(∪g

i=1s̄(Zi)
)

= tc (s̄(Z)) . (4)

That is, tc
(∪g

i=1s∗(Zi)
)

is upper bounded by tc (s̄(Z)). Thus,
tc

(∪g
i=1s∗(Zi)

)
improves along with the improvement of

tc (s̄(Z)) during the search process.
When grouping the routes of s̄(Z), we can leverage on the

domain knowledge and develop heuristics to favor potentially
better groupings over other groupings. Since the objective is to
minimize the total cost, the optimal solution tends to link the
tasks that are close to each other, and place them in the same
route. Therefore, the tasks that are closer to each other should
be more likely to be placed in the same subcomponent. Based
on such domain knowledge, it is better to combine the routes

whose tasks are closer to each other. For VRP, the closeness
between routes was defined based on geographic information,
i.e., coordinates [31]– [33]. However, such a definition may
not be proper for LSCARP, because the distance between the
nodes is not the Euclidean distance between their coordinates,
but the shortest traversing distance obtained by Dijkstra’s
algorithm. Then, the nodes that are geographically closer do
not necessarily have smaller traversing distance. In this case,
it is more proper to define the closeness directly based on the
distance matrix rather than the coordinates.

To define the closeness between routes for LSCARP, we
first define the distance �task(z1, z2) between two tasks z1 and
z2 as follows:

�task(z1, z2) =

2∑
i=1

2∑
j=1

�
(
vi(z1), vj(z2)

)

4
(5)

where �
(
vi(z1), vj(z2)

)
is the traversing distance between the

ith end-node vi(z1) of the task z1 and the jth end-node vj(z2)
of the task z2. Hence, �task(z1, z2) is defined as the average
distance of the four possible links between z1 and z2.

Based on the task distance, the distance �route(s1, s2) be-
tween two routes s1 and s2 can be defined as follows:

�route(s1, s2) =

∑
z1∈s1

∑
z2∈s2

�task(z1, z2)

|s1| · |s2| . (6)

Therefore, �route(s1, s2) is the average distance of all the pairs
of the tasks so that one is from s1 and the other from s2.

Finally, �route(s1, s2) needs to be normalized with respect
to �route(s1, s1) and �route(s2, s2). To this end, we define
the following normalized distance to represent the closeness
between s1 and s2:

�̂route(s1, s2) =
�route(s1, s2)

�route(s1, s1)
· �route(s1, s2)

�route(s2, s2)
. (7)

An example of computing the �̂route matrix is given in Figs.
1 and 2. First, the graph is shown in Fig. 1, where the tasks
z1, . . . z7 are represented by the solid lines. v0 is the depot.
The deadheading costs of the edges of the graph are all one.
Thus, the distance matrix � between the vertices is

� =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

v0 v1 v2 v3 v4 v5 v6

v0 0 1 2 2 2 1 1
v1 1 0 1 2 2 2 1
v2 2 1 0 1 2 2 1
v3 2 2 1 0 1 2 1
v4 2 2 2 1 0 1 1
v5 1 2 2 2 1 0 1
v6 1 1 1 1 1 1 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Then, Fig. 2 shows three routes s1 = (0, x1, x3, x5, 0) (the
inner circle), s2 = (0, x2, x4, x6, 0) (the outer circle), and s3 =
(0, x7, 0) to serve all the tasks, where xi is the ID assigned to
the current direction of the task zi, ∀ i = 1, . . . , 7. Each route
starts and ends at the depot loop indexed by 0. The services are
represented by solid arrows, while the deadheading paths are
represented by dashed arrows. It can be seen that s1 and s2 are
more tangled with each other than with s3, and thus, should
be more likely to be placed in the same subcomponent. In
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Fig. 1. Example graph of computing the �̂route matrix.

Fig. 2. Given three routes for the example graph.

fact, if we have a capacity constraint that prohibits each route
from serving more than three tasks, then, combining s1 and s2

together can lead to two improved routes s′
1 = (0, x1, x2, x3, 0)

and s′
2 = (0, x4, x5, x6, 0). When calculating the total cost, we

have

tc(s1) = tc(s2) =
4∑

i=0

�(vi, vi+1) + �(v5, v0) = 6 (8)

tc(s′
1) =

2∑
i=0

�(vi, vi+1) + �(v3, v0) = 5 (9)

tc(s′
2) = �(v0, v3) +

4∑
i=3

�(vi, vi+1) + �(v5, v0) = 5. (10)

Then, tc(s′
1) + tc(s′

2) < tc(s1) + tc(s2). However, combining
s1 (or s2) and s3 cannot lead to improvement. According to
(5), the distance matrix between the tasks is

�task =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

z1 z2 z3 z4 z5 z6 z7

z1 1/2 1 7/4 2 7/4 1 3/4
z2 1 1/2 1 7/4 2 7/4 5/4
z3 7/4 1 1/2 1 7/4 2 3/2
z4 2 7/4 1 1/2 1 7/4 3/2
z5 7/4 2 7/4 1 1/2 1 5/4
z6 1 7/4 2 7/4 1 1/2 3/4
z7 3/4 5/4 3/2 3/2 5/4 3/4 1/2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Then, the distance matrix between the routes in Fig. 2 is
computed by (6) and the results are

�route =

⎛
⎝

s1 s2 s3

s1 4/3 4/3 7/6
s2 4/3 4/3 7/6
s3 7/6 7/6 1/2

⎞
⎠.

Then, based on (7), we have

�̂route =

⎛
⎝

s1 s2 s3

s1 1 1 49/24
s2 1 1 49/24
s3 49/24 49/24 1

⎞
⎠.

It can be seen that �̂route(s1, s2) is much smaller than
�̂route(s1, s3) and �̂route(s2, s3), which is consistent with the
intuition that s1 and s2 should be more likely to be combined
together. On the other hand, if there is no normalization, then
�route(s1, s2) is larger than �route(s1, s3) and �route(s2, s3). This
indicates the importance of normalization for identifying the
more tangled routes.

Based on the above definition, if two routes have smaller
�̂route(s1, s2), they are considered to be closer to each other,
and it should be more promising to place them in the same
subcomponent. Following this understanding, we can define
the decomposition as a clustering problem of the routes based
on the normalized distance matrix

(
�̂route(sk1 , sk2 )

)
m×m

, where
m is the number of routes in the solution s. If two routes have
a smaller normalized distance, they are more likely to be in
the same cluster.

Here, we define the clustering problem as a fuzzy k-medoids
[45], which can be stated as follows:

min
c⊆s

Jα(c; s) =
∑

si∈s\c

∑
cj∈c

Mα(si, cj) · �̂route(si, cj). (11)

Given
(
�̂route(sk1 , sk2 )

)
m×m

and the predefined number of
groups g, the aim of the fuzzy k-medoids problem is to select
a subset of the routes c = {c1, . . . , cg}, which are called the
medoids, out of the entire set of routes s = {s1, . . . , sm},
so that the sum of the fuzzy distances between all the pairs
of the medoids and nonmedoids is minimized. The function
Mα(si, cj), which is called the membership of si to cj , is used
to obtain the fuzzy distances. Generally, Mα(si, cj) is larger
if �̂route(si, cj) is smaller. Here, it is defined as follows:

Mα(si, cj) =

(
1

�̂route(si,cj)

)α

∑g

k=1

(
1

�̂route(si,ck)

)α . (12)

The parameter α ∈ [0, ∞) controls the degree of fuzziness.
When α = 0, the fuzziness is maximized and the membership
of a nonmedoid to each medoid is the same as 1/g regardless
of the distance between them. When α = ∞, there is no
fuzziness. The membership is 1 to the closest medoid, and 0 to
the other medoids. In this case, the fuzzy k-medoids problem
is reduced to the k-medoids problem [46].

To solve the fuzzy k-medoids problem, we employ the
partitioning around medoids (PAM) algorithm [46], which
is a simple and commonly used method. It is described in
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Algorithm 2 PAM algorithm for fuzzy k-medoids problem

1: procedure PAM(
(
�̂route(sk1 , sk2 )

)
m×m

, g, α)
2: Randomly choose c ⊆ s;
3: Compute Jα(c; s) based on Eqs. (11) and (12);
4: repeat
5: cold ← c, c∗ ← c;
6: Set Jα(c∗; s) = Jα(c; s);
7: for j = 1 → g do
8: for si ∈ s \ c do
9: c′ ← c;

10: Swap c′
j and si;

11: Compute Jα(c′; s);
12: if Jα(c′; s) < Jα(c∗; s) then
13: c∗ ← c′;
14: end if
15: end for
16: end for
17: c ← c∗;
18: until cold = c
19: return c;
20: end procedure

Algorithm 2. At the beginning, the medoids c = {c1, . . . , cg}
are randomly chosen. Then, at each iteration, all the swaps
between the medoids cj ∈ c and the nonmedoids si ∈ s \ c are
evaluated in terms of the new objective value Jα(c′; s) after
the swap, and the one with the minimal Jα(c′; s) is selected to
be conducted on c. The swap is repeated until no improvement
is obtained on Jα(c; s).

After applying the PAM algorithm to the routes s, the output
is a number of the medoids c = {c1, . . . , cg}, each representing
a group. Then, it is necessary to assign all the nonmedoid
routes to the groups. Here, we adopt the simple roulette
wheel method based on the memberships of the nonmedoids
to the medoids. The probability of assigning a nonmedoid to
the group of each medoid is proportional to its membership
to the medoid. Such an assignment process is described in
Algorithm 3.

Finally, the decomposition (Z1, . . . , Zg) of the task set Z

can be obtained directly from the grouping of the routes.
Specifically, if a task is in a route of Gi, then it is put into
Zi. This can be depicted in Algorithm 4.

In summary, at the beginning of each cycle of the CC
framework, the normalized distance matrix of the routes of
the best-so-far solution is computed, and the corresponding
decomposition is then obtained by the aforementioned route
grouping method. This decomposition is called the RDG, as
it uses a grouping scheme of the routes based on the distance
between them. It is described in Algorithm 5, and replaces
Decompose(Z) in line 6 of Algorithm 1.

Compared with existing clustering methods [31]–[34] for
VRP, RDG has the following advantages. First, it is based on
a rigorous theoretical analysis so that the decomposition can
be guaranteed to be improved along with the improvement of
the best-so-far solution. Second, a normalized distance matrix
of the routes for LSCARP is defined to reflect the closeness

Algorithm 3 Assignment of the non-medoids

1: procedure NonMedAssign(Mα(si, cj))
2: for i = 1 → g do
3: Gi = {ci};
4: end for
5: for si ∈ s \ c do
6: Sample the random variable r ∈ [0, 1] uniformly;
7: ϕ = 0;
8: for k = 1 → g do
9: ϕ ← ϕ + Mα(ck; si);

10: if ϕ ≥ r then
11: break;
12: end if
13: Gk ← Gk ∪ si;
14: end for
15: end for
16: return (G1, . . . ,Gg);
17: end procedure

Algorithm 4 Task decomposition from route grouping

1: procedure TaskDecomp((G1, . . . ,Gg))
2: for i = 1 → g do
3: Zi = {};
4: for sk ∈ Gi do
5: for z ∈ sk do
6: Zi ← Zi ∪ z;
7: end for
8: end for
9: end for

10: return (Z1, . . . , Zg);
11: end procedure

Algorithm 5 Route distance grouping decomposition

1: procedure RDGDecompose(s̄, g, α)
2: Compute

(
�̂route(s̄k1 , s̄k2 )

)
m×m

by Eqs. (5)–(7);
3: c̄ = PAM(

(
�̂route(s̄k1 , s̄k2 )

)
m×m

, g, α);
4: (Ḡ1, . . . , Ḡg) = NonMedAssign(Mα(s̄i, c̄j));
5: (Z1, . . . , Zg) = TaskDecomp((Ḡ1, . . . , Ḡg));
6: return (Z1, . . . , Zg);
7: end procedure

between the routes, and a fuzzy route clustering problem that
is directly based on the normalized distance matrix is defined.
In this way, one does not need to assume that geographically
closer nodes must have smaller traversing distance and the
coordinates of the nodes are known. Finally, the introduced
fuzziness parameter α can control the degree of freedom
during the route clustering, and help the decomposition to
jump out of the local optima.

V. Experimental Studies

For the proposed CC algorithm with RDG for LSCARP,
the performance mainly depends on two parameters: g and
α. First, it is obvious that g influences the performance of
the algorithm in the same way as the number of clusters
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influences the quality of solutions in the clustering problem.
g also determines the number of possible decompositions and
thus the probability of obtaining ideal decompositions. Second,
α controls the degree of freedom of the route grouping. If α

is too small, then the route grouping is too random and there
is not enough bias to the promising decompositions. If α is
too large, the grouping may be too deterministic to jump out
of the local optima. To investigate the effect of g and α, we
evaluated the performance of the proposed algorithm under
different values of g and α.

Finally, the algorithm to solve each subcomponent is to be
decided. Here, we adopt MAENS [23] due to its competi-
tiveness for small and medium-sized CARP in terms of the
quality of the final solution. Note that Chen extended MAENS
to MAENS+ [13] to address the scalability issue. However,
the experimental studies only showed marginal improvement
on the quality of solution. For the sake of simplicity, the
standard version of MAENS is adopted. Together with RDG,
the proposed algorithm is called RDG-MAENS.

A. Parameter Settings

The parameter settings are given in Table I, where g and
α are the parameters of RDG, and the remaining are the
parameters of MAENS and the CC framework. Here, g = 2
and 3 and α = 1, 5 and 10 are tested. Therefore, there are,
in total, 2 · 3 = 6 versions of RDG-MAENS to be compared.
For the sake of simplicity, we refer to the different versions
of RDG-MAENS (g, α) hereafter. For example, (2, 5) refers to
the RDG-MAENS with g = 2 and α = 5. The number of cycles
is arbitrarily set to 50 given 500 total generations to achieve a
relatively good tradeoff between the number of cycles and the
exploitation of the subcomponents in each cycle. To verify the
efficacy of RDG, RDG-MAENS is compared with MAENS,
which is its counterpart without RDG decomposition, under
the same parameter settings and computational platform. To
this end, we obtained the source code of MAENS1 and ran
it again under the same computational platform as RDG-
MAENS on all the test instances.

The Beullens’C, D, E, F sets [20], egl [17]–[19], and EGL-G
[11] test sets are selected to evaluate RDG-MAENS. Beullens’
sets are based on the intercity road network in Flanders,
Belgium, each containing 25 different instances with 28–121
tasks. The D and F instances share the same networks with
the C and E instances, respectively, but with a larger capacity.
The egl set is the largest commonly used CARP test set in the
literature. It was derived from a winter gritting application in
Lancashire, U.K., which has 24 instances with the number of
tasks ranging from 51 to 190. The EGL-G set was also based
on the road network of Lancashire, U.K., consisting of TEN
LSCARP instances with 347 to 375 tasks. In summary, the test
sets consist of small, medium, and large scale CARP instances.
Although RDG-MAENS is proposed specifically for solving
LSCARP, one may still be interested in its performance on the
small and medium sized instances. The gdb [15] and val [16]
test sets are not selected here, since all the gdb instances have

1The code was obtained from the website .

TABLE I

Parameter Settings of RDG-MAENS

been solved optimally, and the problem size of the val set is
covered by that of Beullens’ sets.

For the test sets, the state-of-the-art algorithms are selected
for comparison. To be specific, for Beullens’ sets, GLS [20]
and Ant-CARP (the version with 12 move types) [25] are taken
into account. For the egl set, Ant-CARP and VNS (the 3.6 GHz
version) [10] are selected, and for the EGL-G set, ILS-RVND
[14] is chosen.

For each parameter setting, 30 independent runs of RDG-
MAENS and MAENS were conducted on all the test instances.
The code of the MAENS part was directly obtained from the
one provided in the original reference [23], and the other parts
were implemented in C++. RDG-MAENS and MAENS were
compiled by GNU Compiler Collection (GCC) for Windows
and run on the CPU Intel Core i7-2600 @3.4 GHz, using only
one core.

B. Results and Discussions

First, the average performance and runtime of RDG-
MAENS are evaluated. Tables II–VII show the mean of
the 30 total costs and computational time of RDG-MAENS
and MAENS, along with the average performance of each
compared algorithm and the features of the test instances. |V |,
|E|, and |Z| refer to the number of vertices, edges, and tasks,
respectively. τ is the minimal number of vehicles required to
serve all the tasks, which is obtained as follows:

τ =

⌈∑
z∈Z d(z)

Q

⌉
. (13)

In general, a larger τ indicates a tighter capacity constraint
and, thus, a higher level of difficulty of the problem.

In the tables, the average performance and computational
time of the compared algorithms were obtained directly from
the original references except MAENS. For GLS, the column
labelled “Cost” indicates the total cost of the final solution,
since it was run only once. For Ant-CARP, the median total
cost and average computational time of five independent runs
are provided. For VNS and ILS-RVND, the mean total cost
and computational time of ten independent runs are given. For
Beullens’ sets, the past results were presented in the form of
either total cost or total deadheading cost, i.e., total cost minus
total serving cost. For the sake of consistency, all the results
have been transformed to total deadheading cost.

It is difficult to conduct a fair comparison on computational
time as there is no common computational platform, includ-
ing CPU frequency, RAM, operating system, implementing
language, compiler, etc. Here, the computation time of each
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TABLE II

Average (Mean or Median) Total Cost and Computational Time of the Compared Algorithms on Beullens’ C Test set. For Each

Instance, the Minimal Total Cost of MAENS and RDG-MAENS is Marked With
†
. For Each Version of RDG-MAENS, If Its Mean

Total Cost Is Statistically Significantly Smaller Than That of MAENS, Then, It Is Marked in Bold. Otherwise, the Mean Total

Cost of MAENS Is Marked in Bold If It Is Statistically Significantly Smaller Than That of All the Versions of RDG-MAENS

compared algorithm is simply normalized with respect to the
CPU frequency, as has been done in the previous studies [12],
[14], [23], [25]. The normalized computational time of each
compared algorithm is obtained as follows:

ρ̄(algorithm) = ρ(algorithm) · ψ(algorithm)

ψ(RDG-MAENS)
(14)

where ρ̄(algorithm) and ρ(algorithm) are the normalized com-
putational time and original computational time obtained from
publications, and ψ(RDG-MAENS) and ψ(algorithm) are the
CPU frequency of RDG-MAENS and the algorithm, respec-
tively. In the experiments, RDG-MAENS and MAENS were
run on an Intel Core i7-2600 @3.4 GHz, using only one core.
GLS was run on Intel Pentium II @500 MHz. Ant-CARP
was run on Intel Pentium III @1 GHz. VNS was run on
Intel Pentium IV @3.6 GHz. ILS-RVND was run on Intel
Core i5 @3.2 GHz. Thus, the computational time of GLS,
Ant-CARP, VNS, and ILS-RVND are multiplied by 0.5/3.4,
1/3.4, 3.6/3.4, and 3.2/3.4, respectively. Normalization is not
needed for MAENS as it was run on the same computational
platform as RDG-MAENS. As shown in [47], even identical
CPUs may perform radically differently under different cache
or RAM capacities. Therefore, the above normalization is
only indicative. However, since MAENS and RDG-MAENS

were run on the same computational platform, the comparison
between them is guaranteed to be fair and thus provides a
meaningful comparison on computational time.

In the tables, for each instance, the minimal mean total
cost between MAENS and RDG-MAENS is marked with †.
Besides, for each instance and each version of RDG-MAENS,
the 30 total costs are compared with that of MAENS using
Wilcoxon’s rank sum test [48] at the significance level of 0.05.
If they are significantly smaller, then the corresponding mean
total cost is marked in bold. Otherwise, the mean total cost of
MAENS is marked in bold if it is significantly smaller than that
of all the versions of RDG-MAENS. Note that for Beullens’
D16, D22, and E25 instances, τ = 2 and there are not enough
routes to be divided into three groups. Hence, RDG-MAENS
with g = 3 were not applicable to them, and the corresponding
results were marked with −.

From Tables II–V, it can be seen that on almost all Beullens’
instances, MAENS showed better average performance than
RDG-MAENS. It obtained smaller mean total cost than RDG-
MAENS on 92 out of the total 100 Beullens’ instances (21 C,
24 D, 22 E, and 25 F instances), 63 of which were statistically
significant (12 C, 19 D, 13 E, and 19 F instances). There are
only two instances (C01 and C15) on which (2, 5) performed
significantly better than MAENS. Overall, MAENS obtained
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TABLE III

Average (Mean or Median) Total Cost and Computational Time of the Compared Algorithms on Beullens’ D Test Set. For Each

Instance, the Minimal Total Cost of MAENS and RDG-MAENS is Marked With
†
. The Mean Total Cost of MAENS Is Marked in

Bold If It Is Statistically Significantly Smaller Than That of All the Versions of RDG-MAENS

similar average performance with Ant-CARP in terms of the
average mean or median total cost over all Beullens’ instances.
This implies that MAENS is still one of the best performing
algorithms on Beullens’ sets. Additionally, it is observed that
MAENS showed better performance than RDG-MAENS on
more D and F instances. Note that the D and F instances have
smaller τ’s than the C and E instances. Therefore, MAENS
performed better on the instances with smaller τ’s. For RDG-
MAENS, smaller g and α generally have better performance.

On Beullens’ instances, RDG-MAENS did not always have
a smaller computational time than MAENS. In fact, for
many instances (e.g., C06 and C17), MAENS had a smaller
computational time than RDG-MAENS. The reason can be
explained as follows: most Beullens’ instances are small or
medium scaled instances. When the problem size is not large,
the computational effort for solving each subcomponent is
nearly the same as solving the overall problem. In this case, the
total computational time for solving all the g components can
be larger than that of solving the problem itself. Therefore, the
decomposition strategy is not effective when the problem size
is not large. Finally, the computational time of RDG-MAENS
was much larger than that of the compared state-of-the-art
algorithms. The reason is likely to be that RDG-MAENS
did not employ the lower bound, and thus, always stopped
after the maximal number of generations. However, the other

Fig. 3. Average computational time versus the number of tasks over all the
test instances for each compared algorithm.

algorithms may stop much earlier than the maximal number
of generations when reaching the lower bound, especially for
the simple instances.

On the egl instances, which are shown in Table VI, the
average performance of RDG-MAENS became much better,
especially on the second half of the set. More specifically,
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TABLE IV

Average (Mean or Median) Total Cost and Computational Time of the Compared Algorithms on Beullens’ E Test Set. For Each

Instance, the Minimal Total Cost of MAENS and RDG-MAENS Is Marked With
†
. The Mean Total Cost of MAENS Is Marked in

Bold If It Is Statistically Significantly Smaller Than That of All the Versions of RDG-MAENS

Fig. 4. Convergence curves of RDG-MAENS on Beullens’ C15.

from s2-A to s4-C, at least one version of RDG-MAENS
showed significantly better performance than MAENS. On
these nine instances, all the versions of RDG-MAENS with
g = 2 performed no worse than MAENS and other state-of-the-
art algorithms. In other words, RDG-MAENS outperformed
MAENS and other state-of-the-art algorithms on the instances

Fig. 5. Convergence curves of RDG-MAENS on Beullens’ D15.

with |Z| ≥ 147 and τ ≥ 14. In addition, there is an obvious
trend that the computational time decreases when g increases.

Finally, as shown in Table VII, on the EGL-G instances, it
is obvious that RDG-MAENS performed significantly better
than MAENS and ILS-RVND. In terms of the average results
and computational time over the ten EGL-G instances, (3, 5)
performed the best, as it obtained nearly the best average
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TABLE V

Average (Mean or Median) Total Cost and Computational Time of the Compared Algorithms on Beullens’ F Test Set. For Each

Instance, the Minimal Total Cost of MAENS and RDG-MAENS Is Marked With
†
. The Mean Total Cost of MAENS Is Marked in

Bold If It Is Statistically Significantly Smaller Than That of All the Versions of RDG-MAENS

results (only slightly worse than that of (2, 10)) with the
smallest computational time. It is also obvious that a larger
g leads to a much smaller computational time.

In summary, the average performance of RDG-MAENS
improves as |Z| and τ increases in terms of both solution
quality and speed. When |Z| and τ are large (e.g., |Z| ≥ 147,
τ ≥ 14), RDG-MAENS can obtain significantly better solu-
tions in a much shorter time than MAENS. On the other hand,
the previous studies have shown that larger |Z| (problem size)
and τ (tightness of the capacity constraint) lead to a higher
level of difficulty of the problem. Therefore, the efficacy of
the RDG decomposition scheme in solving large and difficult
CARP instances has been verified.

To better understand the scalability of RDG-MAENS, we
plot the average computational time versus the number of tasks
over all the test instances for MAENS and each version of
RDG-MAENS. The results are shown in Fig. 3, where the x-
axis represents the number of tasks, and the y-axis indicates
the average computational time in seconds. Note that there
are multiple instances with the same number of tasks (x-axis
value). In this case, the average of the y-axis values of these
instances is computed to represent the average computational
time for the corresponding number of tasks. From the figure,
it is obvious that as g increases, the scalability improves
significantly. When the number of tasks is no larger than

50, the average computational time of RDG-MAENS is not
different from that of MAENS. Then, as the number of tasks
increases, the effect of g on the computational time increases.
As a result, the curve of MAENS is the steepest, while the
versions of RDG-MAENS with g = 3 have the flattest curves.
Given the same g, different values of α lead to similar curves.
This implies that the scalability of RDG-MAENS depends
largely on g, but not much on α.

Table VIII shows the mean of the best total costs of RDG-
MAENS and the other state-of-the-art algorithms over the
instances of each test set. One can see that on Beullens’ sets,
the best performance of MAENS is no worse than that of
the other state-of-the-art algorithms. The best performance of
(2, 1) is also as good as that of the state-of-the-art algorithms
on Beullens’ C, E, and F sets. On the egl set, all the versions
of RDG-MAENS showed nearly the same best performance
as the state-of-the-art results. However, on the EGL-G set, all
the versions of RDG-MAENS performed much better than the
state-of-the-art results in the best case.

Table IX shows the results on the instances where the
best-known solutions were updated by RDG-MAENS. BK
represents the previously best-known results of the instances,
which were obtained from [10], [14], [25], [40]. For each
instance, the new best-known result is marked in bold. One can
see that the best-known results were updated for all the EGL-G
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TABLE VI

Average (Mean or Median) Total Cost and Computational Time of the Compared Algorithms on the Egl Test Set. For Each

Instance, the Minimal Total Cost of MAENS and RDG-MAENS Is Marked with
†
. For Each Version of RDG-MAENS, if its Mean

Total Cost Is Statistically Significantly Smaller than that of MAENS, then it is Marked in Bold. Otherwise, the Mean Total

Cost of MAENS Is Marked in Bold If It Is Statistically Significantly Smaller Than That of All the Versions of RDG-MAENS

Fig. 6. Convergence curves of the compared algorithms on egl-e4-C.

instances. The other instances (C11, E09, E11, s2-B and s4-B)
also have larger |Z| and τ than most instances in their own
test sets. Therefore, the best performance of RDG-MAENS
showed a similar pattern as that of its average performance.
That is, RDG-MAENS showed its competitiveness on the
instances with large |Z|’s and τ’s.

Fig. 7. Convergence curves of the compared algorithms on egl-s2-B.

A more illustrative comparison is also made on the con-
vergence curves of MAENS and RDG-MAENS for some
representative instances, which are shown in Figs. 4–9. In
the figures, the x-axis represents the computational time in
seconds, and the y-axis is the average total cost of the best-
so-far solutions over the 30 independent runs. Figs. 4 and 5
show the results on Beullens’ C15 and D15 instances, which
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TABLE VII

Mean Total Cost and Computational Time of the Compared Algorithms on the EGL-G Test Set. For Each Instance, the Minimal

Total Cost of MAENS and RDG-MAENS Is Marked With
†
. For Each Version of RDG-MAENS, If Its Mean Total Cost Is

Statistically Significantly Smaller Than That of MAENS, Then, It Is Marked in Bold

TABLE VIII

Mean of Best Total Cost of the Compared Algorithms Over the Instances of Each Test Set

have the same graph. However, C15 has a larger τ. One can see
that the curves of RDG-MAENS tend to be closer to that of
MAENS on C15 than D15, which implies that RDG-MAENS
performed better on C15 than D15. Figs. 6 and 7 are the results
on the egl e4-C and s2-B, which have the similar τ’s. However,
the number of tasks is much larger in s2-B than in e4-C. It is
obvious that RDG-MAENS performed much better on s2-B.
Figs. 8 and 9 give the results on EGL-G2-A and EGL-G2-D,
both are LSCARP with larger τ’s. On these instances with
large τ’s, there is a clear advantage of RDG-MAENS over
MAENS as well. However, the best versions of RDG-MAENS
are different. On EGL-G2-A, (2, 10) performed the best, while
on EGL-G2-D, (3, 10) showed the best performance. In short,
the representative illustrations show that RDG performed
better on instances with larger number of tasks and τ.

In summary, the competitiveness of the proposed RDG
decomposition scheme was demonstrated by the substantially
improved performance of RDG-MAENS on the instances
with large |Z|’s and τ’s in terms of both solution quality
and computational time. In addition, it is shown that both
parameters g and α affect the performance of RDG-MAENS.
For example, on the EGL-G set, if g = 2, then α = 10 is the
best value among all the compared α’s. When g = 3, α = 5 is
the best option. This implies the necessity of including both
g and α to achieve better decomposition performance.

TABLE IX

Best Total Cost Obtained by the RDG-MAENS on the Instances

Where the Best-Known Results Were Updated. For Each

Instance, the New Best-Known Result Is Marked in Bold
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Fig. 8. Convergence curves of the compared algorithms on EGL-G2-A.

Fig. 9. Convergence curves of the compared algorithms on EGL-G2-D.

VI. Conclusion

The practically important LSCARP is investigated in this
paper, and a competitive decomposition-based approach is
proposed for solving it. The proposed approach is a combi-
nation of the CC framework and an effective RDG decom-
position scheme. The major contribution of this paper is the
development of the RDG decomposition scheme. It takes the
best-so-far solution as a guide, and defines a distance matrix
between the routes to make the routes closer to each other
more likely to be placed in the same subcomponent. In this
way, more promising decompositions can be identified as the
search continues. The final algorithm is named RDG-MAENS.
The experimental studies demonstrated the efficacy of RDG-
MAENS on the large and difficult CARP instances, such as all
the EGL-G LSCARP instances and the egl instances with large
|Z|’s and τ’s. Furthermore, the best-known results of the EGL-
G instances have been much improved by RDG-MAENS.

The performance of RDG-MAENS largely depends on g

and α. In this paper, the effects of g and α were briefly
investigated by comparing RDG-MAENS with different g’s
and α’s, and the experimental results showed that the best g

and α values are different for different instances. For example,
Figs. 8 and 9 show that the best version of RDG-MAENS is
(2, 10) on EGL-G2-A, and (3, 10) on EGL-G2-D. In addition,
the tradeoff between the number of cycles and the generations
in each cycle may also influence the performance of the
algorithm. In the future, the relationship between the best
parameter values and the problem characteristics, such as |Z|,
τ, and the graph topology will be investigated, in an attempt
to develop an adaptive parameter setting scheme to further
enhance the performance of the algorithm.
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